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Abstract

The Shortley-Weller method is a basic finite difference method for solving the Poisson equation with Dirichlet boundary condition. The second order convergence of its solution has been long known but it is rather recent to pay attention to its gradient. Especially in its application to fluid flows, the gradient plays a physical role rather than the solution itself. In this article, we first review the proof that the convergence order of its numerical solution is the second order; though consistency error is first order accurate at some locations, the convergence order is globally second order. We call this increase of the order of accuracy, supra-convergence. We then discuss a discrete divergence theorem for the Shortley-Weller method and prove that the gradient of the solution is second order accurate in general domains. Usually, the gradient of a second order solution is only first order accurate, but the gradient of the Shortley-Weller solution is second order accurate, which is another supra-convergence.

1 Introduction

The Poisson equation \(-\Delta u = f\) is of primal importance in many physical problems, especially in fluid flows with incompressible condition. The pressure variable in the flows satisfies the Poisson equation with Dirichlet boundary condition at free surface and Neumann boundary condition at solid surface [15]. One important aspect of a Poisson solver is the ability to deal with both boundary conditions, and the other is the accuracy of the gradient of the solution, for pressure gradient is a physical variable in fluid flows rather than the pressure itself.

Except for some particular cases, the exact solution of the Poisson equation is unknown and needs to be approximated. Finite difference methods, finite element methods, and boundary integral methods are main tools for the approximation. In general, finite difference methods have advantages in grid generation and may have difficulties in treating irregular boundary. The three main tools have their own pros and cons, and the choice among them depends on the given problem. In this article, we confine our discussion to finite difference methods.

The Shortley-Weller method [18] is a basic finite difference method for solving the Poisson equation with Dirichlet boundary condition. It is a simple dimension-by-dimension approach that works in any dimensions. The method results in a non-symmetric linear system whose matrix is an M-matrix. It was proved in [18, 3] that the numerical solution is second order accurate. The gradient of the solution was numerically observed to be second order [13], but the observation has not been proved yet.

The work of Gibou et al. [5] is a simple modification of the Shortley-Weller method. The modification results in symmetric linear system, which can be solved more efficiently than the non-symmetric one. Its numerical solution is still second order accurate but the accuracy of the gradient drops to first order.
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The work of Purvis [16, 14] solves the Poisson equation with the homogeneous Neumann boundary condition. It is a finite volume approach that reads as a standard five-point finite difference method for the Poisson equation with a weight function which is the characteristic function of the domain. The method results in symmetric linear system. It was numerically reported that both of the numerical solution and its gradient are second order accurate. In the case of non-homogeneous Neumann boundary condition, it was observed that the solution keeps the second order accuracy, but the gradient is only first order accurate [13]. These observations have not been proved yet up to our best search.

We have listed three basic finite difference methods for the Poisson equation with Dirichlet boundary condition or with Neumann boundary condition. Contrary to their great importance, their convergence properties of the finite difference methods have just been taken for granted from numerical tests, not from concrete proof. Convergence analysis for solution and its gradient has been well studied in finite element methods [9, 7, 8].

The main theme of this article is the convergence analysis for the Shortley-Weller method that solves the Poisson equation with Dirichlet boundary condition. The second order convergence of its solution has been well known [18, 3, 1]. Matsunaga-Yamamoto [12] improved the result by showing the third order accuracy near the boundary. Similar results have been obtained for nonsmooth Dirichlet problem [2] and convection-diffusion problem [4]. It is rather recent to pay attention to its gradient. The gradient of the solution was numerically observed to be second order accurate in general domains [13], but the mathematical proof for the observation has not been reported yet. The second order convergence was proved in rectangular domain [11], and the order of one and a half was proved in polygonal domains [10]. In this article, we prove the second order convergence in general domains.

We first briefly review the proof that the convergence order of its numerical solution is the second order. Though consistency error is first order accurate at some locations. The convergence order is globally second order. We call this increase of the order of accuracy, supra-convergence. We then discuss a discrete divergence theorem for the Shortley-Weller method and prove that the gradient of the solution is second order accurate. Usually, the gradient of a second order solution is only first order accurate, but the gradient of the Shortley-Weller solution is second order accurate, which is another supra-convergence.

2 Discretization Setting

In this section, we define discretizations of domain and differential operators for solving the Poisson problem

\[
\begin{align*}
-\Delta u &= f & \text{in } \Omega, \\
u &= g & \text{on } \Gamma,
\end{align*}
\]

where \( \Omega \subset \mathbb{R}^2 \) is an open and bounded domain with smooth boundary \( \Gamma \). Consider a uniform grid with step size \( h \), i.e. \( h\mathbb{Z}^2 \). By \( \Omega_h \) we denote the set of grid nodes belonging to \( \Omega \), and \( \Gamma_h \) denotes the set of intersection points between \( \Gamma \) and grid lines, i.e. \( \Omega_h = \Omega \cap (h\mathbb{Z}^2) \) and \( \Gamma_h = \Gamma \cap \{(h\mathbb{Z} \times \mathbb{R}) \cup (\mathbb{R} \times h\mathbb{Z})\} \).

As illustrated in Figure 1, a grid node \((x_i, y_j) \in \Omega_h\) has four neighboring nodes in \( \Omega_h \cup \Gamma_h \), namely \((x_{i+1}, y_j)\) and \((x_i, y_{j+1})\) in \( \Omega_h \cup \Gamma_h \). Let \( h_{i+\frac{1}{2}, j} \) denote the distance from \((x_i, y_j)\) to its neighbor \((x_{i+1}, y_j)\), and other distances \( h_{i-\frac{1}{2}, j}, h_{i,j+\frac{1}{2}} \) are defined in the same fashion.

Now we move on to the discretization of differential operators. Given a discrete function \( u : \Omega_h \cup \Gamma_h \to \mathbb{R} \), its derivative in \( x \)-direction is naturally calculated as

\[
(D_h u)_{i+\frac{1}{2}, j} = \frac{u_{i+1,j} - u_{i,j}}{h_{i+\frac{1}{2}, j}},
\]

and it is defined at the middle point \( \left( \frac{x_i + x_{i+1}}{2}, y_j \right) \) whenever \((x_i, y_j) \in \Omega_h\) or \((x_{i+1}, y_j) \in \Omega_h\). The
second derivative \( D_{xx}^h u : \Omega_h \to \mathbb{R} \) is calculated as

\[
(D_{xx}^h u)_{ij} = \frac{(D_{x}^h u)_{i+\frac{1}{2},j} - (D_{x}^h u)_{i-\frac{1}{2},j}}{h_{i+\frac{1}{2},j} + h_{i-\frac{1}{2},j}}
\]

for each \((x_i, y_j) \in \Omega_h\). \((D_{x}^h u)_{ij+\frac{1}{2}}\) and \((D_{y}^h u)_{ij}\) are similarly defined. The Shortley-Weller discretization of the Laplace operator is then defined as \( \Delta_h = D_{xx}^h + D_{yy}^h \). In specific, given a function \( u : \Omega_h \cup \Gamma_h \to \mathbb{R} \), its Laplacian \( \Delta_h u : \Omega_h \to \mathbb{R} \) is defined as

\[
(\Delta_h u)_{ij} = \left( \frac{u_{i+1,j} - u_{i,j}}{h_{i+\frac{1}{2},j} + h_{i-\frac{1}{2},j}} - \frac{u_{i,j+1} - u_{i,j}}{h_{i,j+\frac{1}{2}} + h_{i,j-\frac{1}{2}}} \right) \frac{2}{h_{i+\frac{1}{2},j} + h_{i-\frac{1}{2},j}} + \left( \frac{u_{i+1,j} - u_{i,j}}{h_{i+\frac{1}{2},j} + h_{i-\frac{1}{2},j}} - \frac{u_{i,j+1} - u_{i,j}}{h_{i,j+\frac{1}{2}} + h_{i,j-\frac{1}{2}}} \right) \frac{2}{h_{i,j+\frac{1}{2}} + h_{i,j-\frac{1}{2}}}.\]

3 Supra-convergence of Solution

Let \( u : \Omega \to \mathbb{R} \) be the continuous solution of the Poisson equation

\[
\begin{align*}
-\Delta u (x) &= f (x), \quad x \in \Omega \\
u(x) &= g(x), \quad x \in \Gamma,
\end{align*}
\]

and let \( u_h : \Omega_h \cup \Gamma_h \to \mathbb{R} \) be the solution of the discrete equation

\[
\begin{align*}
-\Delta_h u_h (P) &= f (P), \quad P \in \Omega_h \\
u_h (P) &= g(P), \quad P \in \Gamma_h.
\end{align*}
\]

In this section, we briefly review the proof in [3, 18] that the discrete solution approximates the continuous solution with the second order accuracy. Though the consistency order of the discretization ranges from the first to the second, its convergence order is the second order everywhere. In some regions, that we will specify shortly later, convergence order is one more than consistency order. We call such gain of order supra-convergence, or super-convergence. Most of lemmas and theorems in this section will be just stated without proofs, which we refer to [3] for details, for our main theme of this work is to introduce the supra-convergence of the gradient of the discrete solution.

**Definition** \( \Omega^* \subset \Omega_h \) denotes the set of grid nodes adjacent to \( \Gamma_h \), and \( \Omega^0_h = \Omega_h \setminus \Omega^* \).

**Lemma 3.1 (Consistency error)** A simple Taylor series expansion shows that

\[
(-\Delta_h (u - u_h)) (P) = \begin{cases} 
O (h^2), & P \in \Omega^0_h \\
O (h), & P \in \Omega^*.
\end{cases}
\]
The discrete equation (3) for each \( P \in \Omega_h \) form a non-symmetric linear system whose matrix is an \( M \)-matrix [17]. An important property of an \( M \)-matrix is that its inverse is non-negative in every entry, from which the following discrete maximum principle follows.

**Lemma 3.2** (Discrete maximum principle) If \( -\Delta_h u \geq 0 \) then the minimum value of \( u \) should be achieved on \( \Gamma_h \). Similarly, if \( -\Delta_h u \leq 0 \) then the maximum value of \( u \) should be achieved on \( \Gamma_h \).

**Definition** (Discrete Green’s function) For each \( Q \in \Omega_h \), we define the function \( G_h (P, Q) \), \( P \in \Omega_h \cup \Gamma_h \) as the solution of the discrete problem

\[
\begin{cases}
-\Delta_h u_h (P) = \begin{cases} 0, & P \neq Q, \\ \frac{1}{h^2}, & P = Q, \end{cases} \\
u_h (P) = 0, & P \in \Gamma_h.
\end{cases}
\]

Since \( -\Delta_h u_h \geq 0 \), the minimum should be achieved on \( \Gamma_h \), and therefore \( G_h (P, Q) \geq 0 \) for any \( P \in \Omega_h \cup \Gamma_h \). The Green functions \( G(\cdot, Q) \) generate all functions \( u_h \) on \( \Omega_h \cap \Gamma_h \) which is zero on \( \Gamma_h \) as follows:

**Lemma 3.3** (Expansion by Green’s function) Let \( u_h \) be a function defined on \( \Omega_h \cap \Gamma_h \) with \( u_h \equiv 0 \) on \( \Gamma_h \), then we have the representation for \( u_h \),

\[
u_h (P) = \sum_{Q \in \Omega_h} (\Delta_h u_h (Q)) G_h (P, Q) h^2, \quad \text{for all } P \in \Omega_h \cup \Gamma_h.\]

Using the maximum principle in comparison between \( u_h \) and a continuous function \( U \) satisfying \( -\Delta_h U = 1 \) in \( \Omega_h \) and \( U = 0 \) on \( \Gamma_h \), the following estimates are obtained.

**Lemma 3.4** (Bounds for Green’s function)

(i) There is a constant \( C \) independent of \( h \) such that

\[
\sum_{Q \in \Omega_h} G_h (P, Q) h^2 \leq C, \quad \text{for all } P \in \Omega_h \cup \Gamma_h.
\]

(ii)

\[
\sum_{Q \in \Omega_h} G_h (P, Q) \leq 1, \quad \text{for all } P \in \Omega_h \cup \Gamma_h.
\]

Now, combining the lemmas leads to the proof for the supra-convergence of solution.

**Theorem 3.5** (Supra-convergence of solution) Let \( u \) be a continuous solution to the problem (2) and \( u_h \) a discrete solution to the problem (3). For any \( P \in \Omega_h \cup \Gamma_h \), we have that \( u(P) - u_h(P) = 0 \) if \( P \in \Gamma_h \) and

\[
u(P) - u_h(P) = O (h^2), \quad \text{for all } P \in \Omega_h.
\]

**Proof** Since \( u - u_h = 0 \) on \( \Gamma_h \), the summation formula holds for all \( P \in \Omega_h \cup \Gamma_h \), and we have

\[
(u - u_h)(P) = \sum_{Q \in \Omega_h} (-\Delta_h (u - u_h)(Q)) G_h (P, Q) h^2
\]

\[
= \sum_{Q \in \Omega_h^*} (-\Delta_h (u - u_h)(Q)) G_h (P, Q) h^2 + \sum_{Q \in \Omega_h^*} (-\Delta_h (u - u_h)(Q)) G_h (P, Q) h^2
\]

\[
= O(h) \left( \sum_{Q \in \Omega_h^*} G_h (P, Q) \right) h^2 + O(h^2) \left( \sum_{Q \in \Omega_h^*} G_h (P, Q) h^2 \right)
\]

\[
= O (h^3) + O (h^2) = O (h^2),
\]

and this proves the theorem. \( \square \)
4 Supra-Convergence of Gradient

The gradient of a second order accurate solution is usually first order accurate, but in some methods for elliptic problems the gradient keeps the second order accuracy, which we also call this gain of order supra-convergence. Both solutions of the Gibou’s method [5] and the Shortley-Weller’s method [18] are second order accurate, but the solution gradient of Shortley-Weller’s preserve the second order accuracy while that of Gibou’s drops to the first order. These were observed in thorough numerical tests [13]. In this section, we analyze and prove the supra-convergence on the gradient of the Shortley-Weller’s.

A classical reference [19] shows the supra-convergence in rectangular domains whose boundaries are aligned at grid lines. Though its presentation was complicated with Fourier analysis, its main idea is to simply take a discrete divergence theorem on error $e = u - u_h$,

$$\sqrt{\frac{\int_{\Omega_h} |\nabla_h e|^2 \, d\Omega_h}{\Omega_h}} = \sqrt{\frac{\int_{\Omega_h} e \cdot (-\Delta_h e) \, d\Omega_h}{\Omega_h}} = O(h^2) \int_{\Omega_h} d\Omega_h = O(h^2).$$

In general irregular domains, the boundary of domain is not aligned with grid lines, which makes a residue in the application of a discrete divergence theorem. In our review paper [20], we pointed out that the discrete divergence theorem is not valid any more in irregular domains, and suggested that a new discrete divergence theorem suited with the Shortley-Weller discretization may lead to the proof of the supra-convergence of gradient.

In the beginning of this section, we define discrete integrals in irregular domains. The definition copes with the definition of the discrete Laplacian in Section 2, and we can derive a discrete divergence theorem to identify the residue term. Then we extend the estimates of Green’s function in Section 3 for treating the residue, and finally proceed to the proof of the supra-convergence on gradient.

4.1 Discrete Divergence Theorem

A grid node $(x_i, y_j)$ in $\Omega_h$ has four neighboring nodes $(x_{i+1}, y_j)$ and $(x_i, y_{j+1})$ in $\Omega_h \cup \Gamma_h$, and accordingly we define its control volume such that its border line is up to the middle of the node and its neighbor in each four direction,

$$C_{ij} := \left[ \frac{x_i + x_{i-1}}{2}, \frac{x_i + x_{i+1}}{2} \right] \times \left[ \frac{y_j + y_{j-1}}{2}, \frac{y_j + y_{j+1}}{2} \right].$$

The control volume is a rectangle of size $\frac{1}{2} \left( h_{i+\frac{1}{2}, j} + h_{i-\frac{1}{2}, j} \right) \times \frac{1}{2} \left( h_{i,j+\frac{1}{2}} + h_{i,j-\frac{1}{2}} \right)$. The control volumes of two neighboring nodes are adjacent along the border at their middle point. In overall, their union $C_h = \cup_{(x_i, y_j) \in \Omega_h} C_{ij}$ seamlessly fills up the domain $\Omega$ inside, but some margins between $C$ and $\Omega$ appear near the boundary $\Gamma$, as depicted in Figure 2.

The $L_2$ inner-product between two discrete functions $u, v : \Omega_h \rightarrow \mathbb{R}$ is defined as the multiplication of their values and the area of the control volume for each grid node,

$$\int_{\Omega_h} u \cdot v \, d\Omega_h := \sum_{(x_i, y_j) \in \Omega_h} u_{ij} v_{ij} \frac{h_{i+\frac{1}{2}, j} + h_{i-\frac{1}{2}, j}}{2} \frac{h_{i,j+\frac{1}{2}} + h_{i,j-\frac{1}{2}}}{2}. \quad (7)$$

Now let us proceed to the definition of the $H_1$ semi-inner-product $\int_{\Omega_h} \nabla_h u \cdot \nabla_h v \, d\Omega_h$. Consider two discrete functions $u, v : \Omega_h \cup \Gamma_h \rightarrow \mathbb{R}$. For each grid node $(x_i, y_j) \in \Omega_h$, we have two one-sided approximations, $\frac{\partial u}{\partial x} \big|_{x_{i+\frac{1}{2}, j}}$ and $\frac{\partial u}{\partial y} \big|_{y_{j+\frac{1}{2}, i}}$ for $\frac{\partial u}{\partial x} (x_i, y_j)$. In calculating $\int_{C_{ij}} \frac{\partial u}{\partial x} \frac{\partial v}{\partial x} \, dx dy$, we split the control volume into the region $[x_{i-\frac{1}{2}, j}, x_i] \times [y_{j-\frac{1}{2}, i}, y_j]$, left to the grid node and the region $[x_i, x_{i+\frac{1}{2}},] \times [y_{j-\frac{1}{2}, i}, y_j]$, right, and match the left region to the approximation from the left and the right region to the one from the right.
Theorem 4.1 (Discrete integration-by-parts) For any \( u, v : \Omega_h \cup \Gamma_h \to \mathbb{R} \),

\[
\int_{\Omega_h} (D_h^x u) (D_h^y v) \, d\Omega + \int_{\Omega_h} (D_h^y u) (D_h^x v) \, d\Omega_h = \int_{\partial C_h} (D_h^x u) v \, d\Gamma_h.
\]
Proof From the definitions (1) and (7),

\[
\int_{\Omega_h} (D_h^x u) \, v \, d\Omega_h = \sum_{(x_i,y_j) \in \Omega_h} (D_h^x u)_{ij} v_{ij} \left( \frac{h_{i+\frac{1}{2},j} + h_{i-\frac{1}{2},j}}{2} \right) \left( \frac{h_{i,j+\frac{1}{2}} + h_{i,j-\frac{1}{2}}}{2} \right)
\]

\[
= \sum_{(x_i,y_j) \in \Omega_h} \left( \frac{u_{i+1,j} - u_{ij}}{h_{i+\frac{1}{2},j}} - \frac{u_{ij} - u_{i-1,j}}{h_{i-\frac{1}{2},j}} \right) v_{ij} \left( \frac{h_{i,j+\frac{1}{2}} + h_{i,j-\frac{1}{2}}}{2} \right)
\]

\[
= \sum_{(x_i,y_j) \in \Omega_h} \left( \frac{u_{i+1,j} - u_{ij}}{h_{i+\frac{1}{2},j}} v_{ij} + \frac{v_{ij}}{2} \right) - \left( \frac{u_{ij} - u_{i-1,j}}{h_{i-\frac{1}{2},j}} v_{ij} + \frac{v_{ij}}{2} \right) \left( \frac{h_{i,j+\frac{1}{2}} + h_{i,j-\frac{1}{2}}}{2} \right)
\]

From the definition (8),

\[
\int_{\Omega_h} (D_h^x u) (D_h^x v) \, d\Omega_h = \sum_{(x_i,y_j) \in \Omega_h} \left( \frac{u_{i+1,j} - u_{ij}}{h_{i+\frac{1}{2},j}} v_{i,j+1} - \frac{u_{ij} - u_{i-1,j}}{h_{i-\frac{1}{2},j}} v_{i,j-1} \right) \left( \frac{h_{i,j+\frac{1}{2}} + h_{i,j-\frac{1}{2}}}{2} \right)
\]

and then the sum of two integrals is calculated as

\[
\int_{\Omega_h} (D_h^x u) \, v \, d\Omega_h + \int_{\Omega_h} (D_h^x u) (D_h^x v) \, d\Omega_h = \sum_{(x_i,y_j) \in \Omega_h} \left( \frac{u_{i+1,j} - u_{ij}}{h_{i+\frac{1}{2},j}} v_{i,j+1} + \frac{v_{ij}}{2} \right) - \left( \frac{u_{ij} - u_{i-1,j}}{h_{i-\frac{1}{2},j}} v_{i,j-1} + \frac{v_{ij}}{2} \right) \left( \frac{h_{i,j+\frac{1}{2}} + h_{i,j-\frac{1}{2}}}{2} \right)
\]

\[
= \int_{\partial C_h} (D_h^x u) \, v \,(u \cdot e_1) \, d\Gamma.
\]

This shows the discrete version of integration-by-parts. \qed

Repeating the above process in \( y \)-direction, we obtain the discrete divergence theorem.

**Corollary 4.2** (Discrete divergence theorem) For any \( u, v : \Omega_h \cup \Gamma_h \to \mathbb{R} \),

\[
\int_{\Omega_h} (\Delta_h u) \, v \, d\Omega_h + \int_{\Omega_h} (\nabla_h u) \cdot (\nabla_h v) \, d\Omega_h = \int_{\partial C_h} (\nabla_h u \cdot n) \, v \, d\Gamma.
\]  

(10)

4.2 Approximation of Gradient

Given the discrete solution \( u_h \) approximating the continuous solution \( u \), the derivatives of \( u \) are then approximated by the finite differences of \( u_h \) in the staggered grid nodes. For example, using two neighboring grid nodes \( (x_i, y_j), (x_{i+1}, y_j) \) \( \in \Omega_h \cup \Gamma_h \), we have

\[
\frac{\partial u}{\partial x} \left( \frac{x_i + x_{i+1}}{2}, y_j \right) \approx \frac{(u_h)_{i+1,j} - (u_h)_{ij}}{h_{i+\frac{1}{2},j}}.
\]

A standard result for central finite differences gives

\[
\frac{\partial u}{\partial x} \left( \frac{x_i + x_{i+1}}{2}, y_j \right) = \frac{u(x_{i+1}, y_j) - u(x_i, y_j)}{h_{i+\frac{1}{2},j}} + O \left( h_{i+\frac{1}{2},j}^2 \right).
\]
Since our goal in this work is to show that the gradient approximation is second order accurate and since $h_{i+rac{1}{2},j} \leq h$, it is enough that the following approximation is second order accurate,

$$\frac{u(x_{i+1},y_j) - u(x_i, y_j)}{h_{i+rac{1}{2},j}} \approx \frac{(u_h)_{i+1,j} - (u_h)_{ij}}{h_{i+rac{1}{2},j}}$$

The error of the approximation is simply $(D^e_h e_h)_{i+rac{1}{2},j}$, where $e_h = u - u_h$. Hence, hereafter we focus on measuring the size of $D^e_h e_h$ and $D^p_h e_h$, or the size of $|\nabla_h e_h|$. Applying the discrete divergence theorem on $e_h$, we have

$$\int_{\Omega} |\nabla_h e_h|^2 d\Omega_h = \int_{\Omega} (-\Delta_h e_h) e_h d\Omega_h + \int_{\partial C_h} (\nabla_h e_h \cdot n) e_h d\Gamma_h.$$

The following lemma estimates the first integral in the right hand side of the equation above.

**Lemma 4.3** $\int_{\Omega} (-\Delta_h e_h) e_h d\Omega_h = O(h^4)$

**Proof** Note that $-\Delta_h e_h = \Delta_h u_h - \Delta_h u = \Delta u - \Delta_h u$ is nothing but the consistency error. Using Lemma 3.1 and Theorem 3.5, we have

$$\int_{\Omega} (-\Delta_h e_h) e_h d\Omega_h = \sum_{(x_i,y_j) \in \Omega_h} (-\Delta_h e_h)_{ij} (e_h)_{ij} \frac{h_{i+rac{1}{2},j} + h_{i+\frac{1}{2},j} + h_{i,j-rac{1}{2}} + h_{i,j+rac{1}{2}}}{2}$$

$$= \sum_{(x_i,y_j) \in \Omega_h} (-\Delta_h e_h)_{ij} (e_h)_{ij} \frac{h_{i-rac{1}{2},j} + h_{i+\frac{1}{2},j} + h_{i,j+\frac{1}{2}} + h_{i,j-rac{1}{2}}}{2}$$

$$+ \sum_{(x_i,y_j) \in \Omega_h} (-\Delta_h e_h)_{ij} (e_h)_{ij} \frac{h_{i-rac{1}{2},j} + h_{i+\frac{1}{2},j} + h_{i,j+\frac{1}{2}} + h_{i,j-rac{1}{2}}}{2}$$

$$= \sum_{(x_i,y_j) \in \Omega_h} O(h^2) O(h^2) + \sum_{(x_i,y_j) \in \Omega_h} O(h^{1+2}) O(h^2)$$

$$= O(h^6) O(h^{-2}) + O(h^5) O(h^{-1}) = O(h^4).$$

Here we used the fact that since $\Omega$ is a domain in two dimensions, the number of grid nodes in $\Omega_h$ or in $\Omega_h^*$ grows as $O(h^{-2})$, and since the boundary $\Gamma$ is one dimensional and the grid nodes in $\Omega_h^*$ are present only near $\Gamma$, the number of grid nodes in $\Omega_h^*$ grows as $O(h^{-1})$. □

### 4.3 Convergence of Gradient

Now let us proceed to the estimation of the second integral $\int_{\partial C_h} (\nabla_h e_h \cdot n) e_h d\Gamma$. The estimate in Theorem 3.5 shows that $e_h = O(h^2)$ all over the region $\Omega_h \cup \Gamma_h$. The support of $\partial C_h$ is very near to $\Gamma_h$, and a refined estimation of $e_h$ is sought in this subsection.

**Lemma 4.4** Let $v_h$ be the solution to the problem such that $-\Delta_h v_h = 1$ in $\Omega_h$ and $v_h = 0$ on $\Gamma_h$, then

$$(v_h)_{ij} = O(1) \cdot \text{dist}((x_i, y_j), \Gamma_h).$$

**Proof** Let $v$ be the continuous solution of $-\Delta v = 1$ in $\Omega$ and $v = 0$ on $\Gamma$. Since $-\Delta v + \Delta_h v = O(h)$ in $\Omega_h$, for sufficiently small $h$, there exists a constant $1 > c > 0$, independent of $h$, such that

$$-\Delta_h v \geq 1 - c > 0.$$

Since $-\Delta_h (\frac{1}{x} v - v_h) > 0$ in $\Omega_h$ and $\frac{1}{x} v - v_h = 0$ on $\Gamma_h$, the maximum principle (Lemma 3.2) implies that
\[ 0 \leq v_h \leq \frac{v}{1-c}. \]

For \((x_i, y_j) \in \Omega_h\), let \((x, y)\) be the closest point in \(\Gamma_h\) to \((x_i, y_j)\), i.e. \([x, y] - (x_i, y_j) = \text{dist}((x_i, y_j), \Gamma_h)\), then

\[ 0 \leq (v_h)_{ij} \leq \frac{v(x_i, y_j)}{1-c} \leq \frac{v(x, y) + O((x, y) - (x_i, y_j))}{1-c}, \]

using \(v(x, y) = 0\)

\[ \leq \frac{1}{1-c} O(\text{dist}((x_i, y_j), \Gamma_h)), \]

and the lemma follows. \(\Box\)

**Lemma 4.5** Let \(w_h\) be the solution of

\[-\Delta_h w_h = \begin{cases} 0 & \text{in } \Omega^p_h \text{ and } w_h = 0 \text{ on } \Gamma_h. \\ 1 & \text{in } \Omega^o_h. \end{cases}\]

Then \(0 \leq (w_h)_{ij} \leq O(h) \cdot \min \left\{ h_{i+\frac{1}{2},j}, h_{i,j+\frac{1}{2}} \right\}. \)

**Proof** Since \(-\Delta_h w_h \geq 0\) in \(\Omega_h\), Lemma 3.2 implies that the minimum is attained on \(\Gamma_h\), so \(w_h \geq 0\). Similarly, since \(-\Delta_h w_h = 0\) in \(\Omega^o_h\), the maximum should be attained either on \(\Omega^o_h\) or on \(\Gamma_h\). All the values at \(\Gamma_h\) are the minimum, so the maximum is attained at some \((x_{i^*}, y_{j^*}) \in \Omega^o_h\). The node \((x_{i^*}, y_{j^*})\) has at least one neighborhood in \(\Gamma_h\), let us say \((x_{i^*-1}, y_{j^*}) \in \Gamma_h\), then using the fact that \((w_h)_{i^*,j^*} \geq (w_h)_{i^*\pm 1,j^*}, (w_h)_{i^*,j^*\pm 1}\) leads to

\[
\begin{align*}
\frac{(w_h)_{i^*,j^*} - (w_h)_{i^*+1,j^*}}{h_{i^*,j^*+\frac{1}{2}}} + \frac{(w_h)_{i^*,j^*} - (w_h)_{i^*,j^*-1}}{h_{i^*,j^*-\frac{1}{2}}} &= \frac{2}{h_{i^*,j^*} + h_{i^*+\frac{1}{2},j^*}} \\
+ \frac{(w_h)_{i^*,j^*} - (w_h)_{i^*,j^*+1}}{h_{i^*,j^*+\frac{1}{2}}} + \frac{(w_h)_{i^*,j^*} - (w_h)_{i^*,j^*-1}}{h_{i^*,j^*-\frac{1}{2}}} &= \frac{2}{h_{i^*,j^*} - \frac{1}{2} + h_{i^*,j^*-\frac{1}{2}}} = 1,
\end{align*}
\]

and

\[
\begin{align*}
\frac{(w_h)_{i^*,j^*}}{h_{i^*,j^*} + h_{i^*+\frac{1}{2},j^*}} \leq 1 \\
0 \leq (w_h)_{i^*,j^*} \leq \frac{h_{i^*+\frac{1}{2},j^*} + h_{i^*+\frac{1}{2},j^*}}{2} \\ h_{i^*+\frac{1}{2},j^*} \leq h^2.
\end{align*}
\]

Therefore for all \((x_i, y_j) \in \Omega_h \cup \Gamma_h, 0 \leq (w_h)_{ij} \leq h^2\), which proves the lemma for \((x_i, y_j) \in \Omega^o_h\) because \(\min \left\{ h_{i+\frac{1}{2},j}, h_{i,j+\frac{1}{2}} \right\} = h\) in this case. Now consider the case when \((x_i, y_j) \in \Omega^o_h\). For \(k = 1, \ldots, 4\), let \(P_k\) be the neighboring point of \(P = (x_i, y_j)\) and \(w_k = w_h(P_k), h_k = |P - P_k|\). Then we have \(-\Delta_h w_h = 1\) at \((x_i, y_j) \in \Omega^o_h\), which implies

\[
\frac{2(h_1h_3 + h_2h_4)}{h_1h_2h_3h_4} \begin{aligned}
\frac{(w_h)_{ij}}{w_1} &= \frac{2}{h_1(h_1 + h_3)} w_1 + \frac{2}{h_3(h_1 + h_3)} w_3 \\
+ &\frac{2}{h_2(h_2 + h_4)} w_2 + \frac{2}{h_4(h_2 + h_4)} w_4 + 1.
\end{aligned}
\]
Note that since \( P \in \Omega_h^* \), it has at least one neighboring node in \( \Gamma_h \). Also note that \( h_k < h \) implies \( w_k = 0 \). Let \( h_{\min} = \min \{ h_1, h_2, h_3, h_4 \} \). Using the fact that \( w_k \leq h^2 \), for \( k = 1, \ldots, 4 \), it is not difficult to show
\[
\frac{h_1 h_2 h_3 h_4}{h_1 h_3 + h_2 h_4} \leq h_{\min} h \quad \text{and} \quad \frac{1}{h_k (h_k + h_{k+2})} w_k \leq \frac{h^2}{h (h + h_{k+2})} \leq 1, \quad k = 1, \ldots, 4.
\]
Applying these inequalities to (11), we have a bound for \((w_h)_{i,j}\)
\[
(w_h)_{i,j} \leq 5 h h_{\min},
\]
which completes the proof of the lemma. \( \square \)

**Theorem 4.6** For each \((x_i, y_j) \in \Omega_h\),
\[
\ell_h = O(h^2) \left( \text{dist}((x_i, y_j), \Gamma_h) + \min \{ h_{i+\frac{1}{2},j}, h_{i,j+\frac{1}{2}} \} \right).
\]

**Proof** From Lemma 3.1, there exist constants \( c_1, c_2 > 0 \) such that
\[
-c_1 h^2 \leq -\Delta_h e_h \leq c_1 h^2 \quad \text{in} \quad \Omega_h^*,
\]
\[
-c_2 h \leq -\Delta_h e_h \leq c_2 h \quad \text{in} \quad \Omega_h^*.
\]
Using the notations in Lemmas 4.4 and 4.5,
\[
-\Delta_h \left( (c_1 h^2) v_h + (c_2 h - c_1 h^2) w_h \right) = \begin{cases} c_1 h^2 & \text{in} \ \Omega_h^*, \\ c_2 h & \text{in} \ \Omega_h^* \end{cases}.
\]
Using Lemmas 3.2, 4.4 and 4.5, we have
\[
\left| (e_h)_{ij} \right| \leq (c_1 h^2) (v_h)_{ij} + (c_2 h - c_1 h^2) (w_h)_{ij}
\]
\[
\leq (c_1 h^2) O(1) \cdot \text{dist}((x_i, y_j), \Gamma_h) + (c_2 h - c_1 h^2) O(h) \cdot \min \{ h_{i+\frac{1}{2},j}, h_{i,j+\frac{1}{2}} \}
\]
\[
= O(h^2) \left( \text{dist}((x_i, y_j), \Gamma_h) + \min \{ h_{i+\frac{1}{2},j}, h_{i,j+\frac{1}{2}} \} \right).
\]
This shows the theorem. \( \square \)

**Corollary 4.7** If \((x_i, y_j) \in \Omega_h^*, (e_h)_{ij} = O(h^2) \min \{ h_{i+\frac{1}{2},j}, h_{i,j+\frac{1}{2}} \} \).

**Proof** Simply because \( \text{dist}((x_i, y_j), \Gamma) \leq \min \{ h_{i+\frac{1}{2},j}, h_{i,j+\frac{1}{2}} \} \).

**Corollary 4.8** If \((x_i, y_j) \in \Omega_h^* \) and one of its neighborhoods belong to \( \Omega_h^* \), \((e_h)_{ij} = O(h^3) \).

**Proof** Simply because \( \min \{ h_{i+\frac{1}{2},j}, h_{i,j+\frac{1}{2}} \} = h \) and \( \text{dist}((x_i, y_j), \Gamma) \leq 2h \).

**Theorem 4.9** *(Supra-convergence on gradient)* Let \( u \) be a continuous solution to the problem (2) and \( u_h \) a discrete solution to the problem (3). Then the \( \ell_2 \) accuracy of the gradient of \( \nabla_h u - \nabla_h u_h \) is \( O(h^2) \), that is,
\[
\| \nabla_h u - \nabla_h u_h \|_{\ell_2} = \left( \int_{\Omega_h} \nabla_h e \cdot \nabla_h e \, d\Omega_h \right)^{1/2} = O(h^2).
\]
**Proof** Let \( e = u - u_h \) and substitute \( u \) and \( v \) with \( e \) for (10), then we obtain

\[
\int_{\Omega_h} \nabla_h e \cdot \nabla_h e \, d\Omega_h = - \int_{\Omega_h} (\Delta_h e) \, d\Omega_h + \int_{\partial\Omega_h} (n \cdot \nabla_h e) \, d\Gamma_h. \tag{12}
\]

Lemma 4.3 shows that the first integral amounts to \( O(h^4) \), and it is enough to consider the second integral. In the definition of the line integral (e.g., (9)),

\[
\int_{\partial\Omega_h} (D_h^e e_h) e_h (n \cdot e_1) \, d\Gamma
\]

is the exact solution of the problem

\[
\begin{align*}
-\Delta u &= f \quad \text{in } \Omega, \\
u &= g \quad \text{on } \Gamma.
\end{align*}
\]
Example 5.2 (Poisson equation in three dimensions)

Assume $\Omega \subset \mathbb{R}^3$ to be a sphere of center $(0, 0, 0)$ and radius 1. With exact solution $u(x, y, z) = \exp(-(x^2 + y^2 + z^2))$, choose $f: \Omega \to \mathbb{R}$ and $g: \Gamma \to \mathbb{R}$ accordingly as the previous example. Table 2 shows that the numerical solution and its gradient are both second order accurate.

Example 5.3 (Helmholtz-Hodge projection)

In this example, we consider an important application of the Shortley-Weller method on fluid flow with free surface. The incompressible Navier-Stokes equations consist of momentum equation and incompressibility-constraint equation, and can be written as the momentum equation without pressure term applied with the Hodge-Helmotz projection. A vector field $U^*$ is uniquely decomposed into a sum of divergence-free vector field $U$ and gradient field $\nabla p$. The Hodge-Helmotz projection of $U^*$ takes the divergence-free vector field dropping the gradient field in the decomposition. In this example, we implement the projection in the discrete setting by applying the Shortley-Weller method on the following Poisson equation.

$$-\Delta_h p_h = \nabla_h \cdot U^* \quad \text{in } \Omega_h$$
$$p_h = 0 \quad \text{on } \Gamma_h$$

At the free surface, Dirichlet boundary condition is imposed [15]. The projection of $U^*$ is calculated as $U_h = U^* - \nabla_h p_h$. For the test, we take $\Omega = \left\{(x, y) \in \left[-\frac{3}{2}, \frac{3}{2}\right] \times \left[-\frac{3}{2}, \frac{3}{2}\right] : \left(\frac{x}{1.1}\right)^2 + \left(\frac{y}{0.3}\right)^2 \leq 4\right\}$ and $U^* = (\cos(\pi x)\sin(\pi y), -\sin(\pi x)\cos(\pi y)) + \nabla \left(e^{y-x^2} \left((\frac{x}{1.1})^2 + (\frac{y}{0.3})^2 - 1\right)\right)$. Table 3 shows that the approximation $U_h$ is second order accurate, which is due to the second order convergence of $\nabla_h p_h$.

6 Conclusion

We have introduced the proof that the solution gradient of the Shortley-Weller method is second order accurate in general domains. For the proof, we presented the new estimates for $e_h$ and the novel discrete divergence theorem suited in the discrete setting of the Shortley-Weller method.
The table below shows the convergence rate for the Hodge-Helmholtz projection, example 5.3:

<table>
<thead>
<tr>
<th>Grid</th>
<th>$| \bar{U} - U_h |_{L^2}$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$40^2$</td>
<td>$6.85 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>$80^2$</td>
<td>$1.73 \times 10^{-3}$</td>
<td>1.98</td>
</tr>
<tr>
<td>$160^2$</td>
<td>$4.34 \times 10^{-3}$</td>
<td>1.99</td>
</tr>
<tr>
<td>$320^2$</td>
<td>$1.08 \times 10^{-3}$</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Our proof was presented only in two dimensions, but its extension to three dimensions would be a line-by-line substitution, which we omit and put off to a future work. A thorough numerical test in [13] suggests that the solution gradient is second order accurate not only in $L^2$ but also in $L^\infty$. Our current article proved the former only and we plan to discuss the latter issue in future work.
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