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Abstract

MILU preconditioning is known to be the optimal one among all the ILU-type preconditionings
in solving the Poisson equation with Dirichlet boundary condition. It is optimal in the sense
that it reduces the condition number from O

(
h−2

)
, which can be obtained from other ILU-type

preconditioners, to O
(
h−1

)
. However, with Neumann boundary condition, the conventional MILU

cannot be used since it is not invertible, and some MILU preconditionings achieved the order
O
(
h−1

)
only in rectangular domains.

In this article, we consider a standard �nite volume method for solving the Poisson equation
with Neumann boundary condition in general smooth domains, and introduce a new and e�cient
MILU preconditioning for the method in two dimensional general smooth domains. Our new MILU
preconditioning achieved the order O

(
h−1

)
in all our empirical tests. In addition, in a circular

domain with a �ne grid, the CG method preconditioned with the proposed MILU runs about two
times faster than the CG with ILU.

1 Introduction

The Poisson equation is of primal importance in many areas of science and engineering, such as
incompressible �uid �ows [12, 14], electro-magnetic waves [9, 2], and image processing [16, 21]. Its
solution is known to exist in a well-posed problem, but can not be explicitly formulated except
for simplistic cases. Instead of providing an explicit formulation of the solution, many successful
numerical methods have been developed to approximate the solution. To list a few among them,
�nite di�erence methods [20, 7], �nite element methods [4, 17], and spectral methods [19, 13] are
devised to solve the Poisson equation numerically.

The inverse Laplacian is a self-adjoint and compact operator [18], and has countably many
eigenvalues that are real and have a subsequence converging to zero. Thus, the Laplace operator
has a spectrum that ranges from a negative value to −∞. So if we obtain an associated matrix
of Laplace operator from any of the numerical methods, it has a large condition number that
grows to ∞ as the step size of the grid decreases to zero. This is because the matrix is a discrete
analogue of an unbounded operator. The large condition number not only delays the convergence
of an iterative method for solving the associated linear system, but also invokes round-o� errors
to the loss of signi�cant digits [8].

A basic example is the standard 5-point �nite di�erence method on rectangular domains with
Dirichlet boundary condition. The condition number of the matrix is given as 4h−2/π2 on a unit
square domain, and h is the uniform step size of grid. To obtain an accurate approximation, h
needs to be small and then the condition number 4h−2/π2 becomes very large. For an e�cient
calculation of an accurate approximation, one therefore needs to utilize a preconditioning to reduce
the condition number such as Jacobi, Symmetric Gauss-Seidel (SGS), Incomplete LU (ILU), and
Modi�ed Incomplete LU (MILU) preconditioners.

In a seminal paper [6], Gustafsson showed that only the MILU preconditioning results in the
condition number of size O

(
h−1

)
, while all the other ILU-type preconditionings result in O

(
h−2

)
.

The same result was proved in [11] to hold true for the �nite di�erence method by Gibou et al.
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applied to the cases of general smooth domains. Also, the same result was observed in [22] for the
�nite di�erence method by Shortley and Weller [20].

While MILU preconditioning is the optimal choice among all ILU-type ones for Dirichlet bound-
ary condition, the choice of optimal preconditioner is unclear for Neumann boundary condition.
The conventional MILU cannot be de�ned in the case of Neumann boundary condition. From sev-
eral papers [23, 24, 25], we could �nd out that a lot of MILU-type preconditioners can be devised
from the general de�nition of MILU. Moreover, it is mentioned in the papers [24, 25] that those
can be applied to solving Neumann boundary problems numerically. In addition, actual applica-
tions to rectangular domain case were given, resulting in O(h−1). However, to the best of our
knowledge, there is no appropriate preconditioner to get O(h−1) on general smooth domains. The
unpreconditioned matrix has a large condition number of size O

(
h−2

)
. Any of Jacobi, SGS, and

ILU preconditioners does keep the order −2, but just reduces the constant in C · h−2 ' O
(
h−2

)
.

The Purvis-Burkhalter method [3] is a standard �nite volume method for solving the Poisson
equation with Neumann boundary condition. The method plays a central role for solving the
incompressible Navier-Stokes' equations in general smooth domains [5] and the interaction between
�uid and solid [10]. Most of the computational cost for solving incompressible �uid �ows is occupied
by the Poisson solver, and it is very required to �nd a good preconditioner for the method.

In order to obtain a preconditioner that results in O
(
h−1

)
on general smooth domains, even

for Poisson equation with Neumann boundary condition, we take a practical guide in [15] that
suggests a mixture of more than 97% MILU and less than 3% ILU, while increasing the ratio
of MILU as the step size decreases to 0. The mixture provides well-de�ned preconditioner and
turns out to perform well. Due to the large weight ≥ 97% of MILU, the mixture seems to behave
like MILU. One important role of small portion of ILU makes the MILU matrix invertible. In
the setting, one naturally becomes curious about the optimal ratio of MILU and ILU resulting in
O(h−1), which is exactly the theme of this article.

This article begins with some basic analysis on MILU preconditioning applied to Purvis-
Burkhalter method. The analysis shows why MILU preconditioning breaks down and explains
why MILU-ILU mixture is a well-de�ned preconditioner. Then we report intensive numerical tests
that searches the optimal rates for various step size h. From the numerical results, we introduce
a conjecture that the MILU-ILU preconditioning of a certain ratio reduces the condition number
from O

(
h−2

)
to O

(
h−1

)
. We provide empirical evidences that support the conjecture.

2 Basic analysis for MILU

In this section, we provide the basic setting for the domain and review the MILU preconditioning.
More precisely, let Ω be a open subset in R2. Then, we discretize the Poisson equation with pure
Neumann boundary condition : {

−∆u = f, in Ω,
∂u
∂n

= g, on ∂Ω.
(2.1)

2.1 Domain setting

In this subsection, we use Purvis-Burkhalter method [3, 5] to de�ne the discrete domain Ω and
Heaviside function which will be used in the later analysis. Let hZ2 denote the uniform grid in R2

with grid size h. Then, for each node (xi, yj) ∈ hZ2, we de�ne the �nite volume Ci,j and its edges
Ei± 1

2
,j and Ei,j± 1

2
as follows:

Cij := [xi− 1
2
, xi+ 1

2
] × [yj− 1

2
, yj+ 1

2
],

Ei± 1
2
,j := xi± 1

2
× [yj− 1

2
, yj+ 1

2
],

Ei,j± 1
2

:= [xi− 1
2
, xi+ 1

2
] × yj± 1

2
.

(2.2)

Based on these grid points and edges, we de�ne node and edge sets.

De�nition 2.1 (Node and edge sets). By Ωh :=
{

(xi, yj) ∈ hZ2 | Cij ∩ Ω 6= ∅
}
, we denote the

set of all nodes whose control volumes intersect the domain. Moreover, we de�ne the edge sets

Eh
x :=

{
(xi+ 1

2
, yj) | Ei+ 1

2
,j ∩ Ω 6= ∅

}
and Eh

y :=
{

(xi, yj+ 1
2
) | Ei,j+ 1

2
∩ Ω 6= ∅

}
in the same way.
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We also de�ne the total edge set Eh := Eh
x ∪Eh

y . Finally, we denote the total number of node |Ωh|
by K.

Now, we de�ne the Heaviside function which measures how large portion of each edge belongs
to the domain.

De�nition 2.2 (Heaviside function). For each edge Ei+ 1
2
,j and Ei,j+ 1

2
, we de�ne the Heaviside

function Hi+ 1
2
,j and Hi,j+ 1

2
by

Hi+ 1
2
,j =

length (Ei+ 1
2
,j ∩ Ω)

length (Ei+ 1
2
,j)

, Hi,j+ 1
2

=
length (Ei,j+ 1

2
∩ Ω)

length (Ei,j+ 1
2
)

,

respectively.

With these de�nitions, now we can discretize the Poisson equation (2.1). Let uh
i,j be the average

value of u over Cij . Then by divergence theorem, we have∫∫
Cij∩Ω

−∆udxdy =

∫∫
Cij∩Ω

fdxdy

=

∫
∂(Cij∩Ω)

−∂u
∂n

ds = −
∫
∂Cij∩Ω

∂u

∂n
ds−

∫
Cij∩∂Ω

gds =: I1 + I2.

We approximate ∂u/∂x and ∂u/∂y at ∂Cij by using central di�erences of u′i,js. As a result, I1

can be approximated by using the discrete Laplace operator as follows:

(Lhuh)ij = Hi+ 1
2
,j(u

h
i+1,j − uh

ij)−Hi− 1
2
,j(u

h
i,j − uh

i−1,j)

+Hi,j+ 1
2
(uh

i,j+1 − uh
i,j)−Hi,j+ 1

2
(uh

i,j − uh
i,j−1),

(2.3)

where uh = (uh
i,j) ∈ RK , Lh ∈ RK×K is the discrete Laplace operator and K = |Ωh|. Let

bhi,j be the approximated value of I2 +
∫∫

Cij∩Ω
fdxdy. Then to solve the Poisson equation (2.1)

discretely, it is su�cient to solve the following linear equation:

Lhuh = bh, Lh ∈ RK×K , uh, bh ∈ RK . (2.4)

Here, to vectorize the values on the grid point, we use the lexicographical ordering [1] starting
from the left-lower part of the domain, in the same way as in [11]. That is, align nodes in Ωh as
follows: x1 := (xi1 , yj1) ≤ x2 := (xi2 , yj2) ≤ · · · ≤ xK := (xiK , yjK ), where

(xi, yj) ≤ (xi′ , yj′) ⇐⇒
(
j < j′

)
∨ (j = j′ ∧ i ≤ i′).

For simplicity, we use the matrix A instead of Lh and omit all h-superscripts. Note that A is
symmetric positive semi-de�nite and N (A) = span{1}, where 1 denotes the vector in RK whose
all components are 1. From now on, we focus on the linear equation of the form

Au = b, A ∈ RK×K , u, b ∈ RK . (2.5)

where A = (ars) satis�es the following:

ars =


Hir+ 1

2
,jr

+Hir− 1
2
,jr

+Hir,jr+ 1
2

+Hir,jr− 1
2

if s = r,

−Hir± 1
2
,jr

if js = jr and is = ir ± 1,

−Hir,jr± 1
2

if is = ir and js = jr ± 1,

0 otherwise.

(2.6)

Here, ars shows how the node xr and xs are connected.
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2.2 Analysis on the preconditioner

In this subsection, we review the classical de�nition of Incomplete LU decomposition (ILU) and
Modi�ed Incomplete LU decomposition (MILU) and their analysis. To solve (2.5) by using iterative
method, the condition number κ(A) has signi�cant in�uence on the convergence rate. Therefore,
instead of solving (2.5) directly, one can solve the modi�ed equation

M−1Au = M−1b, A,M ∈ RK×K , u, b ∈ RK . (2.7)

with κ(M−1A) < κ(A). There are two conditions for preconditioner M to minimize the condition
number κ(M−1A):

• M should be similar to A in some sense to make M−1A closer to I, and hence make the
condition number small.

• The inverse operation of M should be easily calculated.

Note that the two extreme choices for M is M = A and M = I. For the case M = A, M is
same as A and hence κ(M−1A) = 1. However, in this case, it is expensive to calculate the inverse
operation of M = A. For the other extreme case, M = I, the inverse operation has no cost, but
there is no e�ect on the condition number. Therefore, one has to choose the preconditioner M
between these two extreme cases. Among many other preconditioners, we will focus on the two
standard preconditioners, namely, ILU and conventional MILU.

2.2.1 Incomplete LU decomposition

The ILU preconditioner is de�ned by following procedure: Let A = L + D + U where L,D and
U denotes the (strictly) lower triangular, diagonal and (strictly) upper triangular matrix of A
respectively. Then, de�ne the preconditioner M as

M = (L+ E)E+(E + U),

for some appropriately chosen diagonal matrix E, and E+ as the Penrose pseudoinverse of E.
Note that M is the product of triangular matrices and diagonal matrix. Hence if E−1 exists, the
inverse ofM can be easily calculated andM can be used as a preconditioner. So let us temporarily
assume E is invertible. Then we have

M = (L+ E)E−1(E + U) = LE−1U + E + L+ U.

To makeM similar to A, ILU preconditionerM take E so that LE−1U +E has the same diagonal
component with D. So the diagonal matrix E is de�ned by

(E + LE−1U)ii = Dii, i = 1, . . . ,K.

For our case, let Eik,jk be the diagonal element of E corresponding to the node point xk = (xik , yjk )
for k = 1, . . . ,K. From above equation, we have recursive de�nition of ILU, which can be de�ned
even when E is not invertible, as follows, :

Ei1,j1 = a1,1, Eik,jk = ak,k −H2
ik− 1

2
,jk
E+

ik−1,jk
−H2

ik,jk− 1
2
E+

ik,jk−1, (2.8)

where a+ is de�ned by

a+ =

{
a−1 if a 6= 0,
0 if a = 0,

and Eik−1,jk , Eik,jk−1 are diagonal elements of E corresponding to the node on the left/bottom
of xk respectively.

4



Figure 2.1: Example domain

2.2.2 Conventional Modi�ed Incomplete LU decomposition

From the general de�nition of (Conventional) MILU preconditioner [23, 24, 25], there are a lot of
choices for MILU preconditioners. Here we present the case which was used in the paper [11] as
follows : Similar to ILU preconditioner, let A = L+D+U where L,D and U denotes the (strictly)
lower triangular, diagonal and (strictly) upper triangular matrix of A respectively. Then, de�ne
the preconditioner M as

M = (L+ E)E+(E + U),

for some diagonal matrix E. Again, we assume E is invertible temporarily. In this case, to make
M similar to A, MILU preconditioner M takes E so that LE−1U +E has the same row sum with
D. So the diagonal matrix E is de�ned by

K∑
j=1

(E + LE−1U)ij = Dii, i = 1, . . . ,K.

From the above equation, we have recursive de�nition of MILU, which can be de�ned even when
E is not invertible, as follows:

Ei1,j1 = a1,1,

Eik,jk = ak,k −Hik− 1
2
,jk
E+

ik−1,jk
(Hik− 1

2
,jk

+ lik−1,jk+ 1
2
)

−Hik,jk− 1
2
E+

ik,jk−1(Hik,jk− 1
2

+ lik+ 1
2
,jk−1).

(2.9)

Here lik−1,jk+ 1
2
and lik+ 1

2
,jk−1 are de�ned as

lik−1,jk+ 1
2

=

{
Hip,jp+ 1

2
if xp := (xik − h, yjk ) ∈ Ωh,

0, otherwise,

and

lik+ 1
2
,jk−1 =

{
Hiq+ 1

2
,jq

if xq := (xik , yjk − h) ∈ Ωh,

0, otherwise,

and Eik−1,jk , Eik,jk−1 are diagonal elements of E corresponding to the node on the left/bottom
of xk respectively. If the nodes are not in Ωh, then they are ignored on the calculation.

Example 2.1. For the points in Figure 2.1, we give lexicographical ordering
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and we construct Ah when h = 1 as follows:

Ah =



1 −1/2 −1/2
−1/2 2 −1/2 −1

−1/2 1 −1/2
−1/2 2 −1 −1/2

−1 −1 3 −1/2 −1/2
−1/2 −1/2 1

−1/2 1 −1/2
−1/2 −1/2 1


As a result, we determine the diagonal entries E corresponding to MILU preconditioner

(1, 3/2, 1/2, 3/2, 1, 0, 1/2, 0),

by this order.

The following proposition provides the easy formula for the matrix E.

Proposition 2.1. Let E be a diagonal matrix de�ned in (2.9). Then, we have

Eik,jk = Hik+ 1
2
,jk

+Hik,jk+ 1
2
.

Proof. We will use strong induction on k for k = 1, 2, . . . , n. For initial step, Ei1,j1 corresponds to
the point x1, which is at the left-bottom corner of grids. This implies

Hi1− 1
2
,j1
, Hi1,j1− 1

2
= 0.

Hence we have

Ei1,j1 = a1,1 = Hi1+ 1
2
,j1

+Hi1,j1+ 1
2
.

Now, suppose the statement holds for k < n + 1. We denote xp and xq by the nodes on the
left/bottom of xn+1 respectively. Here we have 4 possible cases;

(1)xp ∈ Ωh and xq /∈ Ωh, (2)xp /∈ Ωh and xq ∈ Ωh,
(3)xp ∈ Ωh and xq ∈ Ωh, (4)xp /∈ Ωh and xq /∈ Ωh.

We just prove the case (1), since the others are analogous. For the case (1), we have

Ein+1,jn+1 = an+1,n+1 −
Hin+1− 1

2
,jn+1

Ein+1−1,jn+1

(Hin+1− 1
2
,jn+1

+ lin+1−1,jn+1+ 1
2
),

and
lin+1−1,jn+1+ 1

2
= Hip,jp+ 1

2
, Ein+1−1,jn+1 = Hin+1− 1

2
,jn+1

+Hip,jp+ 1
2
,

which follow from xp ∈ Ωh, xq /∈ Ωh and the induction hypothesis. Especially, xq /∈ Ωh implies its
four neighboring edges do not intersect with Ω, which means Hin+1,jn+1− 1

2
= 0. Thus we have

an+1,n+1 = Hin+1+ 1
2
,jn+1

+Hin+1,jn+1+ 1
2

+Hin+1− 1
2
,jn+1

Therefore, we get

Ein+1,jn+1 = an+1,n+1 −
Hin+1− 1

2
,jn+1

Ein+1−1,jn+1

(Hin+1− 1
2
,jn+1

+ lin+1−1,jn+1+ 1
2
)

=
(
Hin+1+ 1

2
,jn+1

+Hin+1,jn+1+ 1
2

+Hin+1− 1
2
,jn+1

)
−Hin+1− 1

2
,jn+1

= Hin+1+ 1
2
,jn+1

+Hin+1,jn+1+ 1
2
,

which completes the induction.1

1Here we not used x+ notation, But each fraction a/b actually means ab+.
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Corollary 2.1. We say a node (xik , xjk ) ∈ Ωh is at the (numerical) right-top corner if the right
and upper edge of its control volume does not intersect with Ω, i.e.

Hik+ 1
2
,jk

= Hik,jk+ 1
2

= 0.

Then we have

Eik,jk = 0 i� (xik , yjk ) is at the numerical right-top corner of Ωh.

Proof. It can be proved by using Proposition 2.1.

Remark 2.1. To say a node is at the right-top corner in the real picture, there must be no nodes
in Ωh at its upper or right side. Hence the value of heavyside functions with respect to its upper or
right side should be zero. However, note that the node at the numerical right-top corner may not
be the node at the right-top corner in the real picture, i.e. for a node (xik , yjk ) ∈ Ωh although we
have Eik,jk = 0, there might exists some node (x∗, y∗) ∈ Ωh such that

(x∗, y∗) = (xik+1, yjk ) or (x∗, y∗) = (xik , yjk+1).

This is possibile when Ω is non-convex.

Corollary 2.2. The inverse of MILU does not exist.

Proof. Consider
M = (L+ E)E+(U + E).

Since there is at least one node at the right-top corner in Ωh, and by corollary 2.1, at least one of
diagonal entry of E is zero.

2.3 Mixture of MILU and ILU preconditioner

As in Example 2.1., we can see that the number of zero diagonal entries of E-matrix can be larger
than 1, and Corollary 2.1 tells us it varies by shape of domain. So MILU preconditioner for A
presented in Section 2.2 can not be used since it is not invertible, whereas ILU preconditioner can
be used since it is invertible. Hence our idea is to mix ILU and MILU preconditioner with certain
ratio, which is invertible.

De�nition 2.3 (Mixture of MILU and ILU). For r ∈ (0, 1), we de�ne MILU-ILU(r) be the matrix
M = (L+ Ẽ)Ẽ−1(Ẽ + U) where Ẽ is de�ned by the formula

Ẽi1,j1 = a1,1,

Ẽik,jk = ak,k −Hik− 1
2
,jk
Ẽ+

ik−1,jk
(Hik− 1

2
,jk

+ (1− r)lik−1,jk+ 1
2
)

−Hik,jk− 1
2
Ẽ+

ik,jk−1(Hik,jk− 1
2

+ (1− r)lik+ 1
2
,jk−1).

(2.10)

Proposition 2.2. For any r ∈ (0, 1), MILU-ILU(r) mixture is invertible.

Proof. It su�ces to show that any diagonal element of Ẽ is non-zero. Let Ẽ of MILU-ILU be
diag(Ẽi1,j1 , . . . , ẼiK ,jK ), and l := inf

k
(ik + jk). We will prove the following by induction on n.

ik + jk = n ⇒ Ẽik,jk > max{(1− r)Hik+ 1
2
,jk

+Hik,jk+ 1
2
, Hik+ 1

2
,jk

+ (1− r)Hik,jk+ 1
2
} (2.11)

For ik + jk = l, this node is at the left-bottom, i.e. (xik−1, yjk ), (xik , yjk−1) are not in Ωh. Thus

Ẽ+
ik−1,jk

= 0, Ẽ+
ik,jk−1 = 0,

and for such nodes,
ak,k ≥ Hik+ 1

2
,jk

+Hik,jk+ 1
2
.
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Figure 3.1: The performances of ILU and MILU-ILU (0.03) preconditioners in test #1: the graph of
the condition number κ = κ

(
M−1A

)
with respect to the grid step size h in the log scales.

Thus

Ẽik,jk ≥ Hik+ 1
2
,jk

+Hik,jk+ 1
2

> max{(1− r)Hik+ 1
2
,jk

+Hik,jk+ 1
2
, Hik+ 1

2
,jk

+ (1− r)Hik,jk+ 1
2
}.

So the initial step is proved. For induction step, assume that conclusion holds for n = m. Now
choose any node satisfying ik + jk = m+ 1. For the case that the node is at the left-bottom, it is
the same as the initial step. If not,

Ẽik,jk = ak,k −Hik− 1
2
,jk
Ẽ+

ik−1,jk
(Hik− 1

2
,jk

+ (1− r)lik−1,jk+ 1
2
)

−Hik,jk− 1
2
Ẽ+

ik,jk−1(Hik,jk− 1
2

+ (1− r)lik+ 1
2
,jk−1)

> ak,k −Hik− 1
2
,jk
−Hik,jk− 1

2

≥max{(1− r)Hik+ 1
2
,jk

+Hik,jk+ 1
2
, Hik+ 1

2
,jk

+ (1− r)Hik,jk+ 1
2
},

(2.12)

which completes the proof.

3 Empirical tests on MILU-ILU preconditioning

In this section, we consider the mixture preconditioner of MILU and ILU. It was suggested in
[15] to mix more of MILU from the default 97% as the grid step size decreases. This section is
devoted to seeking the optimal ratio to mix and to �nding out the performance of the MILU-ILU
preconditioning with the optimal ratio.

3.1 Test #1 : MILU-ILU(0.03)

We �rst check the performance of the MILU-ILU preconditioning with r = 0.03. The Purvis-
Burkhalter method is applied on the unit disc of center (0, 0) with uniform grid step size h. The
numerical results are reported in �gure 3.1. In regard to the magnitude of condition number,
MILU-ILU (0.03) achieves better results than ILU. The condition number grows as O

(
h−2

)
in all

cases: in regard to the growth order of condition number, MILU-ILU (0.03) and ILU are just as
good as the unpreconditioned linear system.
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Figure 3.2: The graph of the condition number κ = κ
(
M−1A

)
with respect to the ratio of MILU-ILU

for various h. It is remarkable that the graph just translates by the same amount (− log 4, log 2) when
h is reduced by half.

3.2 Test #2 : Optimal ratio to mix

It is known to be advantageous to take a smaller ratio r for a smaller grid step size h. A question
in practice is how to give speci�c quantities to such qualitative statements. On the same setting
as in test #1, a brute-force search is carried out to quantify the optimal ratio r with respect to h.

Figure 3.2 depicts the graph of the condition number κ with respect to the ratio r of MILU-ILU
for each step size h. It is remarkable that the graph in the log scales just translates to the left by
log 4 and upward by log 2 when h is reduced by half. In addition, in the �gure, note that κ in the
log scale increases by log 4 when r is �xed, greater than 0.01, and h is reduced by half.

Hence the results in test #1 can be explained by the above paragraph. When the ratio r = 3%
is �xed and h in the log scale is reduced by log 2, then κ in the log scale increases by log 4. We
can deduce that log κ+ 2 log h is constant, and that κ grows as O

(
h−2

)
as h becomes smaller.

Now, let us utilize the translation property to decide the ratio. When h is reduced by half (or
log h ← log h − log 2), let us take the ratio r to be a quarter of it ( log r ← log r − log 4 ) then
log κ will increase by log 2 ( log κ ← log κ + log 2 ) according to the translation property. This
observation leads to the following conjecture that if C = r · h−2 is a �xed constant independent of
h, then log κ+ log h is kept constant approximately, and κ grows as O

(
h−1

)
.

Conjecture : Let A be the matrix associated with the Purvis-Burkhalter method [3, 5] for solving the Poisson
equation with Neumann boundary condition in a domain Ω, and let M be the MILU-ILU preconditioner
with mixing ratio r. When r = C · h2 for some moderate constant C > 0 independent of h, then we have

κ
(
M−1A

)
= O

(
h−1) ,

for any smooth domain Ω ⊂ R2. In practice, we may set C = 1.

9



(a) Circular domain (b) Elliptic domain with long axis
tilted to upper right corner.

(c) Elliptic domain with short axis
tilted to upper right corner.

(d) Round square domain. (e) Flower-shaped domain. (f) Stone-shaped domain.

Figure 4.1: Various test domain with N = 20.

4 Numerical support of the conjecture

In this section, we provide pieces of numerical evidences to support the conjecture. Numerical
tests are conducted on the various domains depicted in Figure 4.1.

Figure 4.2 shows how the condition number changes as h gets smaller in every domain depicted
in Figure 4.1. Here, r = h2 and r = 3 · h2 are used for the ratio r. In each domain Ω and constant
C = r/h2, the numerical results in Figure 4.2 indicate that the condition number grows as O

(
h−1

)
,

which follows the conjecture. The conjecture was based upon the empirical observations on the
disc. It states that the condition number κ = κ(M−1A) is of size O(h−1) for any domain Ω and
any constant C = r/h2 > 0 independent of h, when M is the combination of MILU and ILU at
the ratio of 1− r to r.

More speci�cally, we checked the plausibility of the conjecture for six di�erent domains that are
depicted in Figure 4.1 and two di�erent values of C = 1, 3, making 12 sets of combination (Ω, C).
For each set (Ω, C) and each h, we perturb the domain by a random vector uniformly distributed
in (−h, h)× (−h, h), and formed matrices A and M . Then, the maximum eigenvalue of M−1A is
calculated by the power iteration, and the minimum eigenvalue by the inverse iteration, and then
the condition number is taken to be their ratio. Due to the singularity of matrix A, the inverse
iteration is run on the orthogonal complement, 1⊥.

Figure 4.2 shows the graph of κ with respect to h in the log scales for each domain (a)-(f) in
Figure 4.1 and for each constant C = 1 and C = 3. In each graph, κ is observed to behave as h−1

as step size h decreases, regardless of choice of the constant C. This supports the conjecture.
Now, we present an example that shows the practical importance of the conjecture. While

the conventional ILU and MILU-ILU(3%) generates the condition number of size O(h−2), the
conjecture states that MILU-ILU(Ch2) generates that of size O(h−1). When h is small enough,
h−2 � h−1 and MILU-ILU(h2) is expected to outperform the others by a large margin. One
measure of the excellence is the number of iterations until convergence of the Preconditioned
Conjugate Gradient. This number of iterations is proportional to the condition number and it is
directly related to the computation time. We take an example with h = 0.005 and Ω = {(x, y) |
x2 + y2 < 1}. Figure 4.3 plots the residual norm with respect to iteration number for each of
unpreconditioned, ILU, MILU-ILU(3%), and MILU-ILU(h2). The computational time of MILU-

10



(a) Circular domain (b) Elliptic domain with long axis tilted to upper right corner

(c) Elliptic domain with short axis tilted to upper right corner (d) Round square domain

(e) Flower-shaped domain (f) Stone-shaped domain

Figure 4.2: The graph of the condition number κ with respect to the grid step size h for each domain
(a)-(f) and each MILU-ILU ratio r = h2 or r = 3 ·h2. We conducted the same numerical test 20 times
by translating the same domains by a vector (e1,i, e2,i), i = 1, ..., N where e1,i and e2,i are uniformly
distributed random variables in (−h, h). The graphs represent the average value of κ together with
error bar. The rate O

(
h−1

)
was observed not only from the average values but also from the error

bar, which rules out the possibility of lucky observations and fortunate interfaces. The results support
our conjecture. 11



Figure 4.3: The graph for the residual norm with respect to the iteration of Preconditioned Conjugate
Gradient on the linear system with Ω = {(x, y) | x2 + y2 < 1}. In regard to the iteration num-
ber for convergence, the computational time of MILU-ILU(h2) is merely about 67% and 51% of the
computational times of MILU-ILU(3%) and ILU, respectively.

ILU(h2) is merely about 67% of the computational time of MILU-ILU(3%), and about 51% of that
of ILU.

Remark for the lexicographical ordering.

Although the tested domains are the same geometric domains, they show di�erent performances.
However, this di�erence is due to a lexicographical ordering of the cells, introduced in Section
2.1. More precisely, the reason that classical MILU preconditioning cannot be applied for pure
Neumann boundary condition case is that the diagonal matrix E in the MILU preconditioner
has a singularities (i.e., Ei,j = 0). On the other hand, Proposition 2.1 implies that the original
MILU preconditioner has a singularities at the cells where both Hi+ 1

2
,j and Hi,j+ 1

2
are 0. Those

cells exactly correspond to the right-top corner cells of the domain. Since the MILU-ILU(r)
preconditioning was intended to remedy those singularities, it is natural that the number of cells
at the right-top corner impacts on the performance of MILU-ILU(r) preconditioning. Therefore,
the bad performance in Figure 4.2 (c) compared to 4.2 (b) is probably due to the fact that those
domains have the di�erent number of cells at the right-top corner, and corresponding singularities.
We note that there are four choices of lexicographical ordering for a 2D domain (eight choices for
a 3D domain), and the performance of MILU-ILU(r) preconditioning can be changed according
to this choice. For example, if we order the cells using the lexicographical ordering starting from
the left-top corner, then the results in Figure 4.2 (b) and (c) will be reversed. When the domain
is given and the direction of alignment of the domain is clear, it seems that the lexicographical
ordering along the direction of the domain shows the best performance among other lexicographical
orderings. When the direction of alignement of the domain is not clear, we have to �nd a way to
detect the direction of alignement of domain, or to make the preconditioner ordering-independent.
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Figure 4.4: The graph of the condition number κ = κ
(
M−1A

)
with respect to the ratio of MILU-ILU

for various h in the 3-dimensional domain. The graph is quite di�erent from the two dimensional cases
in �gure 3.2. Therefore, the conjecture seems not valid for three dimensional domains.

Remarks for the three dimensional case.

We performed the numerical test on the unit sphere of center (0, 0, 0) with uniform grid step size,
to see whether numerical results still follow the conjecture in the case of three dimension. Figure
4.4 depicts the graph of the condition number κ with respect to the MILU-ILU with ratio r for
each step size. As shown in Figure 4.4, the behavior in the three dimensional domain is quite
di�erent from the two dimensional case. Unlike the behavior for two dimensional domains, the
graph in log scales is not convex and shifted in a more complex way than the two dimensional case.
The graph translates to the left and upward when h decreases by half, but the di�erences between
each graph are not uniform. Also, the position of the extreme values are irregular. However, it is
hopeful that the tendency for the graph to be shifted as step size decreases, is similar to that of
the two dimensional case. Moreover, when we track the optimal ratio of MILU-ILU in Figure 4.4,
it still gives condition number of order O(h−1) to some extent. Therefore, it seems possible to �nd
the optimal ratio of MILU and ILU which gives condition number of order O(h−1), even for the
three dimensional case. Since we only conducted the numerical test in two dimensional domains,
we cannot fully understand this result in this paper at this point and theoretically rigorous analysis
is needed. After more careful analysis on two dimensional cases, we will be able to deal with the
three dimensional cases, which is more complex.

5 Conclusion

In this paper, we presented the new mixing method between ILU and MILU to solve the Poisson
equation with Neumann boundary condition. We varied the ratio of mixing ILU and MILU to �nd
the optimal ratio, which gives the smallest condition number. We found that the optimal ratio r
of ILU preconditioning should change as step size h changes. Moreover, we found that the exact
optimal ratio is r = C ·h2, where C can be any choice, as long as it does not depend on h. For this
optimal ratio, the condition number behaves as h−1, which is signi�cantly enhanced compared to
the previous performance, O(h−2). There are several ways to develop this result. First, since we
only conducted the numerical tests, the theoretical proof of the conjecture is still an open problem.
Moreover, we performed the numerical test on the unit sphere of center (0, 0, 0) with uniform grid
step size to check to check the plausibility of the conjecture for three dimensional domains, and we
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�nd that the behavior in the three dimensional domain is quite di�erent from the two dimensional
case. Since we only conducted the numerical tests in two dimensional domains and did not analyze
them theoretically, it is not easy to understand the results for three dimensional cases until now.
Furthermore, as discussed in Remark 4.1, when the direction of alignment of the domain is not
clear, we need to detect the direction of alignment of the domain before we order the cells or make
the preconditioner more versatile and ordering-independent. These interesting questions are left
for the future works.
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