A Semi-implicit and Unconditionally Stable Approximation of the Surface
Tension in Two-phase Fluids

Byungjoon Lee, Gangjoon Yoon and Chohong Min
July 18, 2019

Abstract
We focus on the energy conservation of two-phase fluids, where the change in kinetic energy is balanced by the
gravitational potential and the surface energy related to surface tension. We introduce an unconditionally stable
approximation in the sense that the total energy does not increase with any time step. An analysis is presented to
prove the unconditional stability property of the scheme, and numerical results are given to confirming the analysis.

1 Introduction

The conservation of energy is a prominent law of physics. The motion of a physical object may increase or decrease
each particular energy, but keeps the total sum of energies. For example, when a fluid streams down hills, some of
the gravitational potential energy is converted into an equal amount of kinetic energy. The energy transfer between
gravitational potential and kinetic energy is a fact that is well known and familiar to even non-scientists, but much less
known is the transfer between surface energy and kinetic energy, which is the topic of this research.

Consider two immiscible fluids separated by an interface I'. Surface tension arises on the interface, due to differences in
the attraction forces between the molecules of the two fluids [17]. The support of the surface tension is thus the interface, its
magnitude is linearly proportional to the mean curvature of the interface, and pointing in the normal direction [18, 21, 6].
Based on these facts, we formulate two-phase fluids by the following system:

pt+U-Vp=0in Q,
p(Us+U-VU) =—-Vp— pge, — okndr in ,
V-U=0in Q,
U =0 on 99,
where () represents the computational domain and 92 its boundary.
When the fluid is inviscid, the above system preserves the total energy, i.e. the sum of the kinetic energy and potential
energies [8, 14]. Surface tension turns out to be a factor in minimizing the surface area, and the surface potential energy

is defined as the surface area times the parameter o € R. Potential energies include the gravitational potential and the
surface potential. Let us denote by FE (t), the total energy of the system at time ¢:

1
E(t) ::/ 5pU2dv+/pgydv+p|r|
Q Q

Making uses of shape derivatives and material derivatives [15], we obtain the following equation, which states the
energy conservation:
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Due to the nonlinearity and the elliptic constraint, it has remained one of the hardest problems in computational fluid
dynamics to solve two-phase fluids with surface tension present. Brackbill et al. [4] analyzed a standard numerical method
approximating the surface tension explicitly and obtained a CFL condition of At = O (Am1'5). Their analysis assumed
very simple and restrictive cases: the domain is infinitely long and the interface is of sinusoidal shape. In general however,
the domain domain is bounded and the interface is not of sinusoidal. Yet, that time step restriction has been used in
many work [1, 16, 20].

The usual CFL condition of the standard methods [12, 2, 5] dealing with single-phase fluid is At = O (Ax), and thus
the inclusion of surface tension significantly restrict the time step from O (Az~') to O (Az~'). For example, taking
Ax = ﬁ translate into a simulation that is ten times longer; a serious drawback in practice. There have been several
achievements to alleviate the strict CFL condition At = O (Az'-%): Sussman et al [19], Hysing [7], and Jarauta et al. [9]
have developed numerical methods with a CFL condition of At = O (Az). The main strategy that is common in these
studies is to treat the surface tension semi-implicitly. As a remarkable attempt, we note the work of Zheng et al. [22] that
proposed a fully implicit discretization of the surface tension utilizing hybrid particles. . Numerical tests demonstrated
that the CFL condition At = O (Am1'5) can indeed be relaxed, but no analysis were proposed to guarantee stability.

The object of this paper is to introduce a semi-implicit approximation of two-phase fluids with surface tension, and
mathematically prove that the numerical solution is unconditionally stable in terms of the total sum of the kinetic and
the potential energies. To the best of our knowledge, this is the first approximation of surface tension that is proven to
be stable. We begin with the description of temporal discretization in Section 2 and introduce spatial discretizations in
Section 3. Empirical results in Section 4 validate the analysis, but point out that the associated linear system is very
ill-conditioned. In Section 5, we discuss what needs to be done in future work to resolve this drawback, which is beyond
the scope of this paper.

2 Time discretization

In this article, we propose a semi-implicit approximation of the time derivatives, and prove that the approximation does
not increase the total energy. As in [18, 21, 6], we assume that p is piecewise constant away from the interface, and
smeared out smoothly in a narrow band of the interface. Therefore p can be taken as an approximation of the indicator
function of the regions occupied by the fluids, from which we derive the following approximations of geometric terms:

vp = [p] n5p in Rda

Vp>
V= ~ K on I,
<|Vp|

1
|~ —/\vm av,
[p]
Rd

where, [p] denotes the difference in the two constant densities. As in [13], we adopt a new variable M := ,/pU, in order
to conveniently represent the kinetic energy by an L? integral. Using the conservation of mass, % = 0, and in the above
geometric approximations, we reformulate the momentum equation as:

pu. DM
Dt = VPt
o Vp
= —Vp—pge, ——V- () Vp.
ol Vol

The convection term in the momentum equation is nonlinear, so that it has been a usual practice to solve the convection
equation first completing the solution of the system [12, 2, 5]. We denote by M*, the solution of the convection equation.
As in [11], we apply a Lax-Wendroff type approximation that conserves the L? energy:

M™ts — M RS
— 4 U2 .VM"T2 =0
A2
M*—M"  M"rz — M"
At At/2




Here, U™tz is an extrapolated incompressible vector field that is defined as:

—1
b1, AU -UT
vt =0t
Lemma 1. The convection solver of equation (1) conserves the L* energy, so that |[M*| ;> = [|[M"| 2, for any At > 0.

Proof. We repeat the analysis of [11] for the sake of completeness.

IM e = IM* 72 _ /M*+M" MM
2At B 2 At
Q
= /M”J“% . {U"Jr% -VM"JF%} dV (. integration by parts)
Q
~ 1 1 ~ 1 ~ 1 2 1
= —/M”+§ . [U’”E -VM”*E} av + / ’M”*f V.-U" 2 qdv
Q Q
= f/M“% : [U"+% ~VM”+%] dv =0,
Q
using the fact that x = —z implies £ = 0 and the incompressibility condition of Unts. O

Using the solution M*, we propose the following semi-implicit approximation of the system:

Mn+1 _ M* v n+1
T _vpn-i-l _ pngey _ iv . P

[p] llvpn|2+6

Mn+1
v () - o )
n+l _ n Mn+1
= _
At /pn
Note that the above approximation is a linear system of equation for the unknowns M™+!, p"*1 and p"*!. To prevent

the division-by-zero, a small number ¢ was added to the denominator. The total variation is accordingly calculated with
€, and we measure the energy of the system as:

M2
E. (M, p) ::/QdV—/pgde—k[gp]/\/VpﬂQ-i-edV.
Q Q Q

In the above definition, we used an approximation |I'| ~ ﬁ fQ \/ |Vp"|2 + edV. Now, we prove that our proposed
approximation is stable in the sense that the sequence generated by the approximation does not increase the energy.

Vo Vo™, (2)

Vo' = 0. (4)

Theorem 1. (Unconditional stability of the time discretization) Let (M™1, p"*1) be generated from (M*, p™) by (2)-(4),
and let M* be generated from M™ and U= by (1). For any At > 0, we have E. (MnFL pn ) < B (MM, p™).

Proof. Let us denote (f,g) the L? inner-product [, fgdV. As the usual L? energy estimate starts from (M, M), we



consider the following identities:
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With the non-slip boundary condition on 99, (p"** — p") /At = 0 on 0, and the following integration by parts holds:

<pn+1_pn v Vpn+1 >:_<vpn+1_vpn vpn—i-l >

At /|Vp”|2+6 At /‘Vpn|2+6

[ lve s

Q At/ [Vpr|? +

dv

Using the following two basic inequalities:
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we obtain:
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and

M+ (o gy) + ﬁ /Q VIV 2+ edV < (M M*) + (07, gy) + [%] /Q VIV + edv

P
1
< 5 I 4 S I + (7 gm)

7l /Q \/ |Vp"|2 + edV.

Using Lemma 1 and canceling out % ||M"+? HQ, we obtain the desired inequality E, (M1, p" 1) < E. (M*, p™).

+

3 Spatial Discretization

In the previous section, we introduced a time discretization and proved that it is stable. A main ingredient in the proof of
stability is the integration by parts at the continuous level. To implement the stability in the full discretization, we need
to choose a proper spatial discretization that enables the integration by parts at the discrete level. A standard choice
is to assume a rectangular domain  and use the Marker-And-Cell (MAC) space configuration, as shown in Figure 1.
We proceed the discussion with the standard choice, but would like to note that the proposed time discretization can be
combined with other spatial discretizations on which the integration by parts holds.

The density p is sampled at grid nodes, and its gradient is calculated at cell centers as:

_ P11+ Pit1,j — Pij+1 — Pi
(Dl’p)lJr ’J+2 2A§U 9

_ Pit1,j+1 T Pig+1 — Pitlg — Pij
(Dyp)z+%7]+% - QAZ/ )

2 2
|VP|i+%,j+% = \/(Dmp)pr%,]ur% + (Dyp)7;+%7j+%’
As in [21], the curvature « is then calculated at grid nodes as:
prn—&-l Dypn+1
VIVe® +el. Vp® +el.

Now, we present a full discretization of the semi-implicit time discretization (2)-(4). The full discretization of each
component in (m,n) = M and (u,v) = % is presented below. The density, p, on each cell face is averaged as Pivij =

%] +Dy

3 (pij + piv1,5) and Pij+1 = 3 (pij + pijr1)-
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Figure 1: MAC configuration : domain €2 is the rectangle surrounded by the dotted line. Velocity field U is sampled on

cell faces, so that U - e; is sampled on each O and U - e5 on each A. Pressure p, density p, and curvature x are sampled
on each O.

For notational convenience, we denote the above full discretizations by:

MnHL — AL . . . .
VIt = VI = ey - Tk vt (5)
vh . U’n+1 -0 (6)
n+l _ n
% + Un+1 . vhpn =0 (7)

The objective of this section is to prove that theorem 1 is still true with the full discretization. The analysis in the proof
of the theorem has two components. One is for the time discretization, and the other is for the integration by parts. The
time-related component is still valid, but the integration by parts, that appeared three times in the proof, need to be
checked in this section.

Lemma 2. (integration by parts at cell faces and cell centers) For any vector field U sampled at cell faces with U = 0 on
0 and any scalar p at cell centers, we have

<U7 _vhp> = <vh : Uap>
Proof.



isize—3 jsize—2 isize—2 jsize—3

h Dit1,j — Dij Pij+1 — Dij
i=1 j=1 i=1 j=1
isize—2 jsize—2 Uil o — U 1 Vi i1 — U . 1
it+5,] i—35,] 4+ 35 L,]—3 A
_ . TA
Z 2 P ( Az ’ Ay ) /
i=1 j=1
2
B Pisize— 2,]A A Dij A A
+ Z Uisize—3, I Ax T y+U1 i Ag LAY
jsize—2
+ Z , Pigsize=2 A 4 Pij Ao A
zysvze—— Ay LAY Ui,% Ay Tay

isize—2 jsi Us i1 s — Us 1 V; s 1 —V; - 1
B 1+35,] 1—35] i,j+5 ) — h,
_ Z,» 1 Z-:l ( - n A7 ) AzAy+0+0= (V" U,p)

O

Lemma 3. (integration by parts on cell centers and cell corners) For any vector field U sampled on cell corners with
U =0 on 92 and any scalar p on cell centers, we have

(V" U,p) =(U,-V"p)

Proof.
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Using the assumption u = 0 on 02, the four sums are combined as:

isize—2 jsize— 2 4, 1 s 1 — U1 a1
_ Yi-3-3 i—$.g+3 ~ %i+da-4 it3.0+3
@b =='3 S L "
= <Dxuvp>
Similarly, (v, Dyp) = (—Dyv,p). O

Theorem 2. (Unconditional stability of the full discretization) Let (M™+1 pnt1) be generated from (M*, p*) by (5)-(7),
and M* be generated from M™ and U™ 2 by (1) and [11]. For any At > 0 and € > 0, we have:

Ee(Mn+1’pn+1) S Ee(Mn,pn)
Proof. We basically repeat the proof of theorem 1 using the previous lemmas whenever integration by parts is evoked.
Mn+1 — M*
<]\4n+17 - > _ <Un+1’ _vhanrl _ pngvhy Hn+1vhpn>

A W

=0+ <Vh . (U7"+1p") LqY) — [%} <U"'H -V, &m"+1> , by Lemma 2
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With the non-slip boundary condition on 0%, (p"+1 — p") /At = 0 on 012, and the following integration by parts holds;

<pn+1 o . Vit > o <Vhpn+1 . Vhpn7 vhprt > by Lemma
Al [Vhpn|? + € Al |Vhpn|® +
N Aty/|9hpn 4 e

Using the following two basic inequalities, we obtain:
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Using Lemma 1 and cancelling out 3 || A"+ HQ, we obtain the desired inequality E, (M™*!, p" ™) < E. (M*, p™). O

4 Numerical Experiments

In this section, we solve a benchmark problem with the proposed approximations. We first show that the numerical results
confirm the analysis of section 2 and 3, and then we report some drawbacks that the approximation exhibit in practice.
All the linear systems are solved by GMRES with stopping criteria ||r"| < HrOH x 1077, and the parameter € is chosen to
be Axz. The numerical computation were performed on a personal computer with a 3.60 GHz CPU and 16.0 GB memory.

4.1 Example 1 : Bubble rising

As a benchmark, the bubble rising set up [21, 10, 18] is taken to validate the two stability analyses. One is ||M*||,. =
|M™| ;> in lemma 1, and the other is E. (M"*!, p"*1) < E. (M™, p") in theorem 2.

The problem initially places a circular bubble centered at (0,0) with radius R = 1/3 in a domain Q = [-1,1] x [-1,2].
Due to the gravity acceleration g = 9.8 and the density dlfferences between p, = 1 and p. = 2, the bubble rises with a
deformation on its shape. A Bond number of Bo = 49"; = 300 is used to set the coefficient o. Based on the CFL

analysis by Brackbill et al. [4], the usual CFL condition was suggested in Boundary Condition Capturing Method (BCCM)
by Kang et al. [10] as follows:

[ellse ., N¥llo
C
CFL = A Ay

S
crr \/ [min (Az, Ay)]
t
CFL = (CCFL + \/CCFL +4Ge g, + 4SCFL)

Compared to the CFL= 2 in BCCM, our approximation may take a CFL of 20, CFL= 40, or any larger number while
preserving the energy stability. Figure 2 validates the stability: the total energy E. (M™, p™) is monotonically decreasing.
Furthermore, figure ?? validates the conservation of the L? norm in the convection solver within machine epsilon.
Figure 4 shows that our results are comparable with the conventional result of BCCM even though there is a big
difference in CFL numbers. As the grid is refined, our numerical results are convergent, as presented in figure 5.
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Figure 2: the temporal changes of the total energy are compared between BCCM(:) and the current work (-) in the
bubble rising problem with h = 1/40 and various CFL conditions. Unlike BCCM [10], the energy of our approximation
monotonically decreases, which validates theorem 2.
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Figure 3: Ratio |[M*||,2 /|M"| - in the bubble rising problem with 4 = 1/40 and CFL= 20. Confirming lemma 1, the
ratio is 1 within machine epsilon. The inset magnifies the region time= [0.4,0.8].
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Figure 4: Numerical results of bubble rising with A = 1/80: the top line is the results of BCCM with CFL= 2, the middle
and bottom are the results of the current work with CFL=10 and CFL= 20, respectively. The elapsed times are t = 0.25
(left), 0.5 (middle), and 0.75 (right).
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Figure 5: convergence study with » = 1/160 (-), 1/80 (:), and 1/40 (- -) are compared. In either case of CFL= 10 (left)
or 20 (right), the results show convergence.
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Figure 6: The condition numbers of the linear systems are compared between ours (-) and BCCM (:) in the bubble rising
problem with & = 1/40 and CFL= 20.

4.2 Drawbacks in practice

The previous section confirmed that our approximation can take much larger time steps than the conventional method.
However, the unconditional stability comes at the expense of a large condition number. The linear system associated with
our approximation is given below.

([) At (UV' (Ivknl)vpn) \/A”tgv "‘[ffff _ (IAH%% ~V) p"
V. (7) ¢ 0 .
N

The jump discontinuity in p™ makes 1/|Vp"| very large, and the matrix becomes highly ill-conditioned, as shown in
figure 6. GMRES requires more memory as the iteration number increases, and the restarted GMRES(m) has been used
in practice. Figure 7 shows that the restarted GMRES is not appropriate for the ill-conditioned matrix. Thus we solve
the linear system by GMRES without restarting.

In BCCM, the interface is represented by a level set function, and the transition width of the density across the
interface is kept to be consistent through the level set reinitialization. Our aim in this study is to devise a stable method.
At this moment, we do not know any reinitialization approach that may result in energy stability. Without reinitialization,
the transition width becomes nonuniform as the simulation proceeds. Figure 8 shows that BCCM keeps the narrow and
uniform bandwidth, agreeing well with the physical experiment of [3], but ours does not.

5 Discussion and conclusion

We introduced a semi-implicit approximation for simulating two-phase fluids with surface tension, and provided a math-
ematical analysis that the approximation is unconditionally stable in the sense that the total energy does not increase for
any time step. Numerical results confirmed the unconditional stability, but also pointed to two practical drawbacks. One
is that the associated linear system is very ill-conditioned, which will require the design of an efficient preconditioners.
The other is that the transition of the density between the two phases is not controlled during the simulation. We leave
the resolution of those issues to future work.
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Figure 7: The iteration number necessary for the restarted GMRES(m) to converge in the bubble rising problem with
CFL= 40.
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