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Abstract
In this paper we consider the inverse problem of identifying a linear inclusion inside an elastic body from exterior boundary measurements. Based on the asymptotic formula by Beretta and Francini (2006 SIAM J. Math. Anal. 38 1249–61), we design an effective reconstruction algorithm to find the endpoints and the thickness of a linear inclusion. Numerical experiments show that the algorithm is effective and stable.

1. Introduction

Let $\Omega$ be a bounded domain in $\mathbb{R}^2$ with smooth boundary and $\sigma = \sigma[P, Q] \subset \Omega$ be a line segment of the endpoints $P$ and $Q$. We define $D_\epsilon$ to be a thin region surrounding $\sigma$ with thickness $\epsilon$,

$$D_\epsilon = \{ x \in \Omega : d(x, \sigma) < \epsilon \}, \quad (1.1)$$

which represents a linear inclusion of a small thickness made of different elastic material from the surrounding medium.

Suppose that the elasticity tensor for $\Omega \setminus \overline{D_\epsilon}$ with the Lamé coefficients $(\lambda_0, \mu_0)$ is given by

$$(C_0)_{ijkl} = \lambda_0 \delta_{ij} \delta_{kl} + \mu_0 (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}), \quad i, j, k, \ell = 1, 2, \quad (1.2)$$

and let $(\lambda_1, \mu_1)$ be the Lamé coefficients for the linear inclusion $D_\epsilon$; then the elasticity tensor for the whole domain can be written as follows:

$$C_\epsilon = C_0 \chi_{\Omega \setminus \overline{D_\epsilon}} + C_1 \chi_{D_\epsilon}. \quad (1.3)$$

$^5$ Author to whom any correspondence should be addressed.
Given a traction field \( g \) on \( \partial \Omega_1 \), the displacement field \( u_\epsilon \) solves the following system:

\[
\begin{align*}
\text{div}(C_\epsilon \hat{\nabla} u_\epsilon) &= 0 \quad \text{in } \Omega, \\
(C_\epsilon \hat{\nabla} u_\epsilon) \| \nu &= g, \quad \text{on } \partial \Omega_1, \\
\int_{\partial \Omega_1} u_\epsilon &= 0, \\
\int_{\Omega_1} \nabla u_\epsilon - (\nabla u_\epsilon)^T &= 0,
\end{align*}
\]

(1.4)

where \( \hat{\nabla} u = \frac{1}{2}(\nabla u + (\nabla u)^T) \) is the symmetric deformation tensor and \( \nu \) denotes the outward unit normal to \( \partial \Omega \). We denote by \( u_0 \) the background displacement field, namely the solution to

\[
\begin{align*}
\text{div}(C_0 \hat{\nabla} u_0) &= 0 \quad \text{in } \Omega, \\
(C_0 \hat{\nabla} u_0) \| \nu &= g, \quad \text{on } \partial \Omega_1, \\
\int_{\partial \Omega_1} u_0 &= 0, \\
\int_{\Omega_1} \nabla u_0 - (\nabla u_0)^T &= 0.
\end{align*}
\]

(1.5)

Determining a homogeneous inclusion \( D_\epsilon \) of small size from finitely many boundary measurements is an important problem arising in many applications, like nondestructive testing of materials and earth imaging. In \([3]\) the authors deal with the problem of reconstructing diametrically small homogeneous elastic inclusions from boundary measurements. (Readers interested in theory and applications of this kind of inverse problems may refer \([1, 7]\) and the references therein.)

We now move our attention to the inverse elastic problem of finding a thin linear elastic inclusion \( D_\epsilon \subset \Omega \subset \mathbb{R}^2 \). Beretta and Francini suggested in \([4]\) an asymptotic expansion formula for the boundary measurement \( (u_\epsilon - u_0) |_{\partial \Omega} \) as follows:

\[
(u_\epsilon - u_0)|_{\partial \Omega} = \epsilon w_\sigma(x) + o(\epsilon) \quad \text{as } \epsilon \to 0,
\]

where the first-order asymptotic expansion term \( w_\sigma(x) \) for some traction field \( g \) can be explicitly written in terms of the Neumann function \( N_\sigma(x) \) and the background solution \( u_0 \). This asymptotic expansion was used to derive in \([5]\) Lipschitz continuous dependence of the segment \( \sigma \) from the boundary value of the correction term \( w_\sigma \) corresponding to a single measurement. In particular this implies that one single boundary measurement uniquely determines the position of the segment \( \sigma \).

In section 3 we present two methods to detect the geometry of an inclusion. Both of the methods utilize the fact that \( \epsilon w_\sigma(x) \), which can be explicitly computed by the boundary measurements \( (u_\epsilon - u_0)|_{\partial \Omega} \), contains all the necessary information to reconstruct the linear inclusion parameters such as the endpoints \( P, Q \) and the thickness \( \epsilon \). A Newton-type iterative method is a direct application of the asymptotic formula; however, it fails in many cases. To overcome this difficulty, we propose a MUSIC-type elastic linear inclusion reconstruction (MELIR) algorithm which is based on a thorough study of a more explicit relationship between the term \( \epsilon w_\sigma(x) \) and the inclusion parameters \( P, Q \) and \( \epsilon \). For this algorithm we use three different boundary measurements.

Numerical examples for both algorithms are presented in sections 3 and 4. Detailed characterization of the MELIR algorithm for a single inclusion has been discussed in subsections 4.2 and 4.3. The numerical stability under additive and multiplicative noise has been demonstrated in subsection 4.4 and generalization of the algorithm for a general shape of the domain has also been discussed in subsection 4.5.

2. Mathematical preliminaries

In this section we recall the definition and lemma in connection with the inverse problem of detecting a thin elastic inclusion from finitely many boundary measurements.
For \( z \in \Omega \), the Neumann function denoted by \( N_z(\cdot) \) is the solution to the following problem:

\[
\begin{cases}
\text{div}(C_0 \nabla N_z(\cdot)) = -\delta_z \text{Id} & \text{in } \Omega, \\
(C_0 \nabla N_z(\cdot)) \nu = -\frac{1}{\text{Area}} \text{Id} & \text{on } \partial \Omega, \\
\int_{\Omega} N_z = 0, \\
\int_{\Omega} \nabla N_z - (\nabla N_z)^T = 0,
\end{cases}
\]

where \( \text{Id} \) is the identity matrix in \( \mathbb{R}^2 \). Note that by well-known regularity results for elliptic systems, we have

\[
N_z(x) = \Gamma_z(x) + \omega(x, z),
\]

where \( \omega \) is a smooth function of \( x \) and \( \Gamma_z(x) := \Gamma(x - z) \) is the fundamental free space solution of \( \text{div}(C_0 \nabla \cdot) \), given by

\[
\Gamma_{ij}(y) = \frac{A}{2\pi} \delta_{ij} \log |y| - \frac{B}{2\pi} \frac{y_i y_j}{|y|^2}, \quad i, j = 1, 2,
\]

with

\[
A = \frac{1}{2} \left( \frac{1}{\mu_0} + \frac{1}{2\mu_0 + \lambda_0} \right) \quad \text{and} \quad B = \frac{1}{2} \left( \frac{1}{\mu_0} - \frac{1}{2\mu_0 + \lambda_0} \right).
\]

The following lemma (see [3]), that relates the fundamental solution with the Neumann function, is useful for the computation of the Neumann function in the reconstruction procedure. Before stating the lemma, we define \( \Psi_1 \) to be the vector space of all homogeneous linear solutions of the equations \( \text{div}(C_0 \nabla u) = 0 \text{ in } \Omega \) and such that \( (C_0 \nabla u) \nu = 0 \text{ on } \partial \Omega \), and, for a simply connected Lipschitz domain \( D \) compactly contained in \( \Omega \) we define \( \Psi^*(\partial D) := \{ f \in L^2(\partial D) : \int_{\partial D} f \cdot \psi \, d\sigma = 0 \text{ for all } \psi \in \Psi \} \).

\textbf{Lemma 2.1.} For \( z \in \Omega \) and \( x \in \partial \Omega \), let \( \Gamma_z(x) \) and \( N_z(x) \) be the fundamental and the Neumann function with a point source at \( z \), respectively. Then

\[
\left( -\frac{1}{2} + K_\Omega \right) N_z(x) = \Gamma_z(x) \mod \Psi
\]

or to be more precise, for any simply connected Lipschitz domain \( D \) compactly contained in \( \Omega \) and for any \( g \in \Psi^*(\partial D) \), we have

\[
\int_{\partial D} \left( \frac{1}{2} I + K_\Omega \right) N_z(x) g(z) \, d\sigma_z = \int_{\partial D} \Gamma_z(x) g(z) \, d\sigma_z, \quad x \in \partial \Omega.
\]

It is worth remarking that solving equation (2.5) numerically is much easier than solving the integral equation for a forward solver. Since the source points \( z \in \partial D \) are well separated from the target points \( x \in \partial \Omega \), the integral kernel \( \left( \frac{1}{2} I + K_\Omega \right) \) is a smooth operator and thus the numerical procedure to compute \( N_z \) converges in a few iterations. It is a great advantage that our MELIR algorithm (presented in section 3.2) does not use an iterative forward solver but requires only numerical evaluations of the Neumann functions.

We now move our attention to a more specific problem with a thin linear elastic inclusion \( D_\epsilon \) in \( \Omega \subset \mathbb{R}^2 \). The following lemma (see [5]) gives an asymptotic expansion for \( (u_\epsilon - u_0)|_{\partial \Omega} \) as \( \epsilon \to 0 \) with the traction field \( g \) on \( \partial \Omega \) of the following form:

\[
g = (C_0 W) v,
\]

where \( W \) is a non-zero symmetric \( 2 \times 2 \) matrix.
Lemma 2.2. For a given line segment $\sigma = \sigma[P, Q]$ with the tangent direction vector $\tau = \frac{Q - P}{||Q - P||}$, let $u_\epsilon$ be the solution of (1.4) with a thin linear inclusion $D_\epsilon$ corresponding to a traction field of the form $g = (C_0W)v$. For $x \in \partial \Omega$,

$$(u_\epsilon - u_0)(x) = \epsilon w_\sigma(x) + o(\epsilon).$$

(2.7)

Here $w_\sigma$ is defined by

$$w_\sigma(x) = \int_\sigma C_0 \hat{\nabla} N_z(x)v \cdot \phi \, d\sigma + \frac{(N_Q(x) - N_P(x)) \cdot (Q - P)}{||Q - P||} f$$

(2.8)

where $\phi$ is a vector whose components in the $(\nu, \tau)$ directions are given by

$$\phi \cdot \nu = \frac{2}{\lambda_1 + 2\mu_1}((\lambda_1 - \lambda_0) \text{tr}(W) + 2(\mu_1 - \mu_0)v^T Wv),$$

(2.9)

$$\phi \cdot \tau = \frac{4(\mu_1 - \mu_0)}{\mu_0} v^T Wv,$$

(2.10)

and $f$ is the scalar constant function

$$f = \alpha \text{tr}(W) - \beta v^T Wv$$

(2.11)

with $\alpha$ and $\beta$ given by

$$\alpha = \frac{4}{\lambda_1 + 2\mu_1}((\mu_1 - \mu_0)(\lambda_1 + 2\mu_1) + \mu_1(\lambda_1 - \lambda_0)) \quad \text{and} \quad \beta = \frac{8(\mu_1 - \mu_0)}{\lambda_1 + 2\mu_1} (\lambda_1 + \mu_1).$$

The lemma shows that the perturbation function $w_\sigma(x)$ consists of an integral of the Neumann function and a part explicitly depending on $P$ and $Q$. In the next section we use this result in order to find the endpoints and the thickness of a thin linear inclusion.

The previous result shows that the boundary measurement contains enough information on the inclusion. As a matter of fact, the following lemma (from [5]) states that one boundary measurement is enough to distinguish two different linear inclusions.

Lemma 2.3. Let $\sigma_0$ and $\sigma_1$ be two segments contained in $\Omega$; let $w_{\sigma_0}$ and $w_{\sigma_1}$ be the correction terms given by (2.8) and corresponding to the same traction $g$; then

$$d_H(\sigma_0, \sigma_1) \leq C \left\| w_{\sigma_0} - w_{\sigma_1} \right\|_{L^2(\Gamma)}$$

where $d_H$ denotes the Hausdorff distance and $\Gamma$ is an open portion of $\partial \Omega$.

3. A MUSIC-type reconstruction (MELIR) algorithm

In this section we apply the asymptotic formula ((2.7) and (2.8)) to design a MUSIC (MUltiple SIgnal Classification)-type algorithm for the reconstruction of a single thin linear inclusion from a finite number of boundary measurements. (Readers interested in the MUSIC-type algorithms can refer to [2, 6, 8, 12].)

Before presenting a MELIR algorithm, we start with a Newton-type algorithm as a direct application of the asymptotic formula. For a given traction $g$, let $u_\epsilon$ and $u_0$ be the solution of the elastic problem (1.4) with and without inclusion, respectively. Define the map $\Lambda_\epsilon$ by

$$\Lambda_\epsilon(g) = u_\epsilon|_{\partial \Omega}.$$  

(3.1)

In order to use lemma 2.2, we choose Neumann data of the form

$$g_j = (C_0 W_j)v, \quad j = 1, \ldots, 3$$

(3.2)

where

$$W_1 := \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad W_2 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad W_3 := \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$$

(3.3)

are a basis in the space of $2 \times 2$ symmetric matrices.
3.1. A Newton-type search method

For a given boundary measurement \((\Lambda_\epsilon - \Lambda_0)(g_j)\) on \(\partial \Omega\), one may define an error functional \(F_{g_j}\) as a function of \(P, Q\) and \(\epsilon\):

\[
F_{g_j}(P, Q, \epsilon) := \| (\Lambda_\epsilon - \Lambda_0)(g_j) - \epsilon w^{g_j}_\sigma \|_{L^2(\partial \Omega)}
\]

(3.4)

where \(\sigma := [P, Q]\) and \(w^{g_j}_\sigma\) is the first-order asymptotic expansion term defined in (2.8) of lemma 2.2. Since \(F_{g_j}\) depends on the two endpoints \(P, Q\) and the thickness \(\epsilon\), it is a natural idea to use a Newton-type iterative method as proposed in [11]. A direct application of the lemma for the detection of a thin linear inclusion would be a Newton-type method as follows:

\[
\min_{P, Q, \epsilon} \sum_{j=1}^{3} |F_{g_j}(P, Q, \epsilon)|^2
\]

(3.5)

for given boundary measurements \(g_j\) and \(\Lambda_\epsilon(g_j)\) for \(j = 1, \ldots, 3\).

Figure 1 shows the results of the Newton iteration for two different configurations. The first case with \(P = (0.5, 0.5), Q = (0.6, 0.45), \epsilon = 0.005\) did not converge for the first 60 Newton iterations. The second case \(P = (0.0, 0.2), Q = (0.7, 0.6), \epsilon = 0.005\) converges but with rather large relative error, \(\text{Err} = 0.1981\) even after 25 iterations. (Details of the numerical computation can be found in section 4.) The Newton method may and may not converge to the original domain depending on the shape of the domain and the initial guess. The Newton iteration fails in many cases because the minimal function \(F\) is not a simple convex function and \(P, Q\) and \(\epsilon\) are not well separated in \(F\).

Figure 2 shows the structure of \(F\) near the actual endpoints and the thickness of the thin linear inclusion and explains why the Newton iteration is not successful in many cases. The three-dimensional plots in figure 2 show the shape of \(F\) as a function of \(P, Q\) and \(\epsilon\) in the neighborhood of the actual data. For convenience, we plot the values of \(F(P, Q, \epsilon)\) as functions of two variables, \(x\)-coordinates of \(P\) and \(\epsilon\), while the \(y\)-coordinates of \(P\) and \(Q\) are fixed to the actual data. The Newton iteration fails in many cases because \(F\) has a quite complicated structure globally even though \(F(P, Q, \epsilon)\) has a local minimum near the actual parameters of the thin linear inclusion. In order to overcome this difficulty, we propose a new
MUSIC-type numerical algorithm which utilizes the asymptotic formula ((2.7) and (2.8)) for the detection of the endpoints and the thickness in a stable manner.

3.2. A MUSIC-type elastic linear inclusion reconstruction

The MELIR algorithm first computes the endpoints $P, Q$ of an inclusion using three measured data, $(\Lambda_x - \Lambda_0)(g_j)|_{\partial\Omega}$ for $j = 1, 2, 3$. Once the endpoints are detected, the thickness $\epsilon$ can be easily recovered from (2.7) using the ratio between $||((\Lambda_x - \Lambda_0)(g_j))||_{L^2(\partial\Omega)}$ and $\|w^{g_j}_\sigma\|_{L^2(\partial\Omega)}$.

For the sake of simplicity, we take $\Omega$ to be the unit disk centered at zero and choose $N$ equi-spaced points $y_i$ along the boundary $\partial\Omega$, say $(\cos \theta_i, \sin \theta_i) : \theta_i = 2\pi (i-1)/N$, $i = 0, 1, \ldots, N-1$. Suppose that the $N \times 3$ matrix $A := \{w^{g_j}_\sigma (y_i)\}$ has the spectral decomposition

$$A = \sum_{p=1}^3 \sigma_p u_p \otimes v_p, \quad (3.6)$$

where $\sigma_p$ are the singular values of $A$, and $u_p, v_p$ are the corresponding singular vectors. Let $\mathbb{P} : \mathbb{R}^N \rightarrow \text{span}[u^1, u^2, u^3]$ be the orthogonal projector $\mathbb{P} = \sum_{p=1}^3 u_p \otimes u_p$.

The most important observation to derive a MUSIC-type algorithm is that the second part of the asymptotic expansion term of (2.8) $\frac{(N_Q - N_P) \cdot (Q - P)}{||Q - P||}$ lies in the space spanned by columns of $A$. The following lemma formalizes the observation.

**Lemma 3.1.** Suppose $P, Q$ are the endpoints of a thin inclusion. Then we have $\frac{(N_Q - N_P) \cdot (Q - P)}{||Q - P||} \in \text{span}[u^1, u^2, u^3]$ or equivalently

$$(I - \mathbb{P}) \left( \frac{(N_Q - N_P) \cdot (Q - P)}{||Q - P||} \right) = 0. \quad (3.7)$$
Proof. Let $g = (C_0 W) v$ be the Neumann data corresponding a symmetric matrix $W = (a_{ij})$.
Since $\sigma := [P, Q]$ is a straight line segment, $\varphi$ is a constant vector in (2.8); thus, the first-order expansion term $w_\sigma(x)$ can be written as follows:

$$w_\sigma(x) = (\varphi \cdot v) \int_\sigma C_0 \nabla N_\epsilon(x) v \cdot \nu \, d\sigma + (\varphi \cdot \tau) \int_\sigma C_0 \nabla N_\epsilon(x) v \cdot \tau \, d\sigma + f(N_Q - N_P)(x) \cdot \tau.$$  

(3.8)

Here all the three coefficients, $\varphi \cdot v$, $\varphi \cdot \tau$ and $f$ are linear functions with respect to $a$, $b$, $c$. Put

$$\ell_1 := \frac{\lambda_1 - \lambda_0}{\mu_1 - \mu_0} \quad \text{and} \quad \ell_2 := \frac{\lambda_2}{\mu_1}.$$  

From the relation $\tau = \pm \left(\frac{-v_2}{v_1}\right)$, it follows that

$$\begin{pmatrix}
\frac{\lambda_1 + \lambda_2 \mu_1}{2(\mu_1 - \mu_2)} \varphi \cdot v \\
\frac{2\mu_1 - \mu_2}{4(\mu_1 - \mu_2)} \varphi \cdot \nu \\
\frac{\lambda_1 + \lambda_2 \mu_1}{4(\mu_1 - \mu_2)} f
\end{pmatrix} = M \begin{pmatrix} a \\ b \\ c \end{pmatrix},$$

where $M$ is the $3 \times 3$ matrix defined by

$$M = \begin{vmatrix} \ell_1 + 2v_1^2 & 4v_1v_2 & \ell_1 + 2v_2^2 \\
\ell_1 + 1 + (\ell_2 + 1)(1 - 2v_1^2) & \pm(v_1^2 - v_2^2) & \pm v_1v_2 \\
\end{vmatrix}.$$  

(3.9)

As can be seen in [5] (proof of lemma 4.1), if $\ell_1 > 0$ and $\ell_2 > 0$, we can derive $\det(M) = \pm 2(\ell_1 + 1)(\ell_2 + 2) \neq 0$, and always find a non-zero matrix $W$ satisfying $\varphi \cdot v = 0$, $\varphi \cdot \tau = 0$ and $f \neq 0$. For such a Neumann data $g = (C_0 W) v$, $w_\sigma(x)$ becomes $f(N_Q - N_P)(x) \cdot \tau$. Then

$$(N_Q - N_P)(y_j) \cdot \tau \in \text{span}\{u^1, u^2, u^3\},$$

which completes the proof. $\square$

Remark 3.2. For the present reconstruction algorithm, a two-dimensional subspace of $\text{span}\{u^1, u^2, u^3\}$ is enough to guarantee both coefficients of the integral $\varphi \cdot v$, $\varphi \cdot \tau$ to be zero simultaneously; therefore, one can conclude that two measurements are almost always enough. However we use all three independent basis functions $\{u^1, u^2, u^3\}$ of arbitrary symmetric Neumann data $g = (C_0 W) v$ in the proof of the lemma and the implementation of the MELIR numerical algorithm for the sake of simplicity.

Let $A_\epsilon := ((A_\epsilon - A_0)(g_j)(y_j))$. The $N \times 3$ matrix $A_\epsilon$ has a spectral decomposition

$$A_\epsilon = \sum_{p=1}^{3} \sigma_\epsilon^p u_\epsilon^p \otimes v_\epsilon^p,$$

where $\sigma_\epsilon^p$ are the singular values of $A_\epsilon$, and $u_\epsilon^p$, $v_\epsilon^p$ are the corresponding singular vectors. Let $P_\epsilon : \mathbb{R}^N \rightarrow \text{span}\{u^1, u^2, u^3\}$ be the orthogonal projector $P_\epsilon = \sum_{p=1}^{3} u_\epsilon^p \otimes u_\epsilon^p$.

We do not have $A$ as our data. Note that $A_\epsilon$ can be computed from boundary measurements. Lemma 2.2 shows that $A_\epsilon$ is an approximation of $A$. In order to find the endpoints of the thin inclusion, we seek to find those points, $P$ and $Q$, minimizing

$$L(P, Q) := \left\| (I - P_\epsilon) \left( \frac{(N_Q - N_P)(Q - P)}{\|Q - P\|} \right) \right\|_{L^1(\Omega)}$$

where the Neumann function $N_\epsilon$ is computed using lemma 2.1. The reconstruction algorithm can be summarized as follows.
[The MELIR algorithm]

**Step 1.** Measure Dirichlet data \((\Lambda_\epsilon - \Lambda_0)(g)\) on \(\partial \Omega\) for Neumann with data \(g_j = (C_0 W_j)\nu\) with
\[
W_1 := \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad W_2 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad W_3 := \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.
\]
Then form the \(N \times 3\) matrix
\[
A_\epsilon = ((\Lambda_\epsilon - \Lambda_0)(g_j)(y_i))
\]
for \(y_i \in \partial \Omega, i = 1, \ldots, N,\) and \(j = 1, 2, 3.\)

**Step 2.** Compute the singular value decomposition of the matrix \(A_\epsilon.\) Let \(\sigma^p_\epsilon\) be the singular values of \(A_\epsilon\), and \(u^p_\epsilon, v^p_\epsilon\) be the corresponding singular vectors. Then \(A_\epsilon\) has the spectral decomposition
\[
A_\epsilon = \sum_{p=1}^3 \sigma^p_\epsilon u^p_\epsilon \otimes v^p_\epsilon.
\]

Define an orthogonal projection operator \(P_\epsilon : \mathbb{R}^N \to \text{span}\{u^1_\epsilon, \ldots, u^3_\epsilon\},\)
\[
P_\epsilon = \sum_{p=1}^3 u^p_\epsilon \otimes u^p_\epsilon
\]
and a minimization functional \(L(P, Q)\) by
\[
L(P, Q) := \left\| \left( I - P_\epsilon \right) \left( \frac{(N_\epsilon - N_0)(Q - P)}{\|Q - P\|} \right) \right\|_{L^2(\partial \Omega)},
\]
where the Neumann function \(N_\epsilon\) is computed using lemma 2.1. Then compute the endpoints \(P^\epsilon\) and \(Q^\epsilon\) which minimize \(L(P, Q)\).

**Step 3.** Using the computed endpoints, \(P^\epsilon\) and \(Q^\epsilon\) at step 2, find the thickness \(\epsilon^\epsilon\) using the ratio between \((\Lambda_\epsilon - \Lambda_0)(g)\) and \(\sigma^0_\epsilon\) for any Neumann data \(g: \)
\[
\epsilon^\epsilon = \frac{\| (\Lambda_\epsilon - \Lambda_0)(g) \|_{L^2(\partial \Omega)}}{\| \sigma^0_\epsilon \|_{L^2(\partial \Omega)}}
\]
where \(\sigma^\epsilon := [P^\epsilon, Q^\epsilon]\) is a line segment joining \(P^\epsilon\) and \(Q^\epsilon.\) There is no extra cost to compute \((\Lambda_\epsilon - \Lambda_0)(g)\) for any symmetric traction field since it is a just linear combination of the given solutions, \((\Lambda_\epsilon - \Lambda_0)(g_j), j = 1, 2, 3.\) In our experiments, we select \(g = C_0 \begin{pmatrix} 2 & 0 \\ 0 & -1 \end{pmatrix} \nu\) as Neumann data.

4. Numerical experiments and discussions

In this section, we show some numerical experiments of reconstruction of a single thin inclusion using the MELIR algorithm. In the computations the background domain \(\Omega\) is assumed to be the unit disk centered at the origin, and the inclusion \(D_\epsilon\) is a thin. We reconstruct the thin inclusion only using the boundary measurements without the knowledge of the interior Lamé constants. If \(P^\epsilon, Q^\epsilon\) and \(\epsilon^\epsilon\) are the detected endpoints and thickness, we define the error \(\text{Err}\) as follows:
\[
\text{Err} := \sqrt{\frac{||P - P^\epsilon||^2 + ||Q - Q^\epsilon||^2 + ||\epsilon - \epsilon^\epsilon||^2}{\epsilon^2}}.
\]
4.1. A forward solver

We implement an integral equation solver in FORTAN in order to generate forward solutions of problem (1.4). Single- and double-layer potentials have been numerically evaluated using the trapezoidal rule with equally spaced discretization points along the interface and a generalized minimum residual (GMRES) method has been used to solve the system of integral equations. Readers interested in the forward solver may find a more detailed description in a previous paper [9, 10]. We compute the forward solutions \( u_\epsilon \) with \( N = 64, 128, 256, 512, 1024 \) equi-spaced points on \( \partial D_\epsilon \), and \( N/4 \) points on \( \partial \Omega_1 \). And then they are compared with the solutions on the finer grid with \( N = 2048 \). Figure 3 shows the convergence of a forward solver as a function of discretization points \( N \) for the computational domain with one linear inclusion of \( P = (\epsilon, 0.1), Q = (0.0, 0.5) \), \( \epsilon = 0.005 \).

The numerical computation shows that the forward integral equation solver achieves third-order convergence. We set \( N = 1024 \) for all the simulation experiments (except otherwise noted) in this section, which gives around five digits of accuracy. We also fix the Lamé parameters for the inclusions in this section to \((\lambda_1, \mu_1) = (6, 9)\) while the background parameters are \((\lambda_0, \mu_0) = (4, 6)\).

4.2. Reconstruction of a single inclusion

In this subsection, we reconstruct a thin linear inclusion using the MELIR algorithm presented in section 3.2. For the simulation in this subsection, three forward solutions for \( g_j, j = 1, 2, 3 \), are computed using the forward solver described in the previous subsection. Then a simple minimization method using the subplx routine from the Netlib repository has been applied to get the minimal points \( P^*_c, Q^*_c \) in (3.12). Table 1 and figure 4 summarize the computational results for four different computational domains. The results show that the MUSIC-type method detects the thin inclusion pretty well (with around a few percent of relative error).

Both the Newton method and the MELIR algorithm utilize the same expansion formula ((2.7) and (2.8)); however, the Newton method is far less stable than the MELIR algorithm.
Unstable behavior of the Newton method is perhaps due to the fact that the minimizer $F$ is not a simple convex function as shown in figure 2 and the method is to detect the thickness and the endpoints all together. On the other hand, the MUSIC-type first finds the endpoints using more explicit formula (3.12) and computes the thickness later. It is also worth remarking that the reconstruction method does not require to know the Lamé constants of inclusion. Using only the exterior boundary measurements and the background Lamé constants, we obtain near-perfect results.

### 4.3. Reconstruction with a thicker inclusion

The MELIR algorithm strongly depends on the asymptotic formula (2.7) for a small thickness $\epsilon \ll 1$. Thus the computational results may not be accurate if the thickness becomes too large. The following experimentation shows the computational error as a function of $\epsilon$. We fix all other parameters such as the endpoints $P = (-0.4, 0.1)$, $Q = (-0.3, 0.5)$, and Lamé parameters.

Figure 5 shows the computational domains (with inclusion of various thickness) and the reconstruction error. As guessed, the reconstruction error becomes larger as the thickness grows. The growth of error for $\epsilon \lesssim 3 \times 10^{-3}$ is due to the lack of numerical accuracy for the forward solver with a fixed number of discretization points.
4.4. Numerical stability of the reconstruction algorithm

The MELIR algorithm depends only on the boundary perturbation, $A_{ij} = (\Lambda_e - \Lambda_0)(g_j)(x_i)$ for $i = 1, \ldots, N, j = 1, 2, 3$. In this example, we check the numerical stability of the algorithm by perturbing the measured data on the boundary. The multiplicative noise simulates the error on data collection,

$$A_{ij}^{\text{MUL}} = A_{ij} \cdot (1 + NL \cdot N(0, 1)), \quad (4.2)$$

and the additive noise does the effect of white background noise:

$$A_{ij}^{\text{ADD}} = A_{ij} + NL \cdot N(0, 1) \cdot ||(\Lambda_e - \Lambda_0)(g_j)||_{L^2(\partial\Omega)}, \quad (4.3)$$

where NL denotes the noise level and $N(0, 1)$ denotes the Gaussian distribution with $\mu = 0, \sigma = 1$.

We add two different types of error described above to the simulation data one at a time and compare the reconstructed values with the actual parameters. Figure 6 shows the computational domain and the reconstruction error as a function of the noise level. The reconstruction error depends linearly on the noise level and we conclude that the MELIR algorithm has linear stability with respect to the multiplicative and the additive noise.

4.5. Comments on generalization

Our final examples illustrate the behavior of the MELIR algorithm for a computational domain with multiple inclusions. Figure 7 shows the six computational results for domains with general shape inclusions. The first domain contains a single inclusion of S-shape and the domains of the rest cases consist of multiple thin linear inclusions.

Although the MELIR algorithm has been developed for a domain with a single inclusion of linear shape, we believe from the various numerical simulations that it generates a reasonably good approximated shape even for the domain with multiple inclusions. More details on the characteristics of the algorithm depending on the shape and the material parameters of the inclusions will be studied in near future.
Figure 6. Reconstruction results in the case when the thickness of inclusion is not thin.

Figure 7. Reconstruction results with several inclusions.
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