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Approximation in L p(Rd) from a Space Spanned by
the Scattered Shifts of a Radial Basis Function

J. Yoon

Abstract. A new multivariate approximation scheme onRd using scattered translates
of the “shifted” surface spline function is developed. The scheme is shown to provide
spectralL p-approximation orders with 1≤ p ≤ ∞, i.e., approximation orders that
depend on the smoothness of the approximands. In addition, it applies to noisy data as
well as noiseless data. A numerical example is presented with a comparison between
the new scheme and the surface spline interpolation method.

1. Introduction

1.1. General

Approximation schemes of the form

s(x) :=
∑
ξ∈4

cξϕ(x − ξ), x ∈ Rd,(1.1)

withϕ a “suitable” basis function are known to be effective for approximation to scattered
data. The use of a radially symmetric basis functionϕ is particularly useful because this
facilitates the evaluation of the approximant, while still leaving enough flexibility in the
choice ofϕ. The set4 in Rd by which the radial basis functionϕ is shifted is usually
referred to as a set of “centers.” The common choices ofϕ include:ϕ(x) = |x|λ log |x|
with d andλ both even integers (surface spline),ϕ(x) = (|x|2 + c2)λ/2 with λ andd
both odd integers (multiquadric), andϕ(x) = exp(−c|x|2), c > 0 (Gaussian).

The initial approximation method using radial basis functions has been obtained by
means of interpolation at finitely many scattered points4 in Rd. However, while the
interpolation method is certainly an important approach toward solving the scattered
data problem, it has several drawbacks. For example, for a large class of basis functions
(including multiquadrics and inverse multiquadrics), the existing theories guarantee the
interpolant to approximate well for only a very small class of very smooth approximands
(see [MN2]). Another drawback of the interpolation method is connected with the issue
of numerical stability: as the number of centers increases, one needs to solve a large linear
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system which is ill-conditioned. Last but not least, interpolation is never recommended
when the data are known to be contaminated (= noisy data). All in all, there is an
overwhelming need for approximation methods other than interpolation.

In view of the above discussion, we need a scheme with the following properties:

(i) it should approximate well a large class of functions;
(ii) it should be “local,” namely, a coefficient in (1.1) should be determined by a few

values of the data, even when many centers are involved in the scheme; and
(iii) the scheme should have a “smoothing” effect.

Thus, the main objective of this paper is, indeed, to construct an approximation scheme
on nonuniformly distributed centers that satisfies all the above (and more).

It should be noted that noninterpolatory approximation schemes of the type (1.1) are
also discussed intensively in the literature. However, most of the results in that direction
deal with the case when the center set4 is infinite and uniform, i.e., a scaleδZd of
the integer latticeZd. In fact, there are only a handful of treatments of noninterpolatory
schemes for arbitrary center sets4. Buhmann, Dyn, and Levin [BuDL] were among the
first to construct a noninterpolatory approximation scheme for infinitely many scattered
centers and to analyze its approximation power. Dyn and Ron [DR] showed that the
scheme in [BuDL] can be understood as “an approximation to a uniform mesh approxi-
mation scheme.” In both papers, quasi-interpolation schemes from radial basis function
spaces with infinitely many centers4 were studied and both showed that the approxi-
mation orders obtained in the scattered case are identical to those that had been known
on uniform grids. In particular, N. Dyn and A. Ron provided a general tool that allows
us to convertanyknown approximation scheme on uniform grids to nonuniform grids,
while preserving (to the extent that this is possible) the approximation orders known in
the former case. The approach of [DR] can be described as follows: suppose that we are
given an approximation scheme

f 7→
∑
α∈Zd

λα( f )ϕ(· − α).

Then, we replace eachϕ(· − α) by a suitable combination∑
ξ∈4

A(α, ξ)ϕ(· − ξ),

with 4 the set of scattered centers we wish to use. This result, however, requires one to
choose the density of a uniform grid that is associated with the given scattered set4.
As an alternative, we construct in this paper a new approximation scheme that, while
based on the general idea of [DR], is not connected to uniform grid approximations. The
approximation scheme that is developed and analyzed here is intrinsically “scattered”:
it employs directly the scattered shifts of the basis functionϕ. Furthermore, while the
conversion tool in [DR] is applied there only to stationary schemes (see [BR], [DJLR]),
we successfully apply our new scheme to the more general nonstationary case. This
results in schemes that provide spectral approximation orders (i.e., approximation orders
that depend only on the smoothness of the approximandsf we approximate).

Before we advance our discussion further, we would like to comment on the notion
of “radial basis function,” a comment which, as a matter of fact, is valid for all studies in
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the area of scattered data approximation. Many basis functions that are not necessarily
radially symmetric fit the theory developed here. The mere advantage of the radial
symmetry concerns the ease of the actual calculations, and has no theoretical advantage.

Among the basis functions currently in use, we choose our basis function to be the
“shifted” surface spline

ϕc(x) :=
{
(|x|2+ c2)λ/2, λ ∈ Z+, λ,d odd,
(|x|2+ c2)λ/2 log(|x|2+ c2)1/2, λ ∈ Z+, λ,d even,

(1.2)

whose properties are quite well understood, both theoretically and practically. One of
the reasons for choosing this particular function (over the “shifted” surface spline) is
the desire to use the parameterc as a “tension” parameter. Note that we stress this
tension parameter by using the notationϕc. Whenλ andd are odd integers, the function
ϕc(x) = (|x|2 + c)λ/2 is usually referred to as a “multiquadric.” In particular, ifc = 0,
the resulting function,ϕ0(x) = |x|λ log |x|, is the so-called “surface spline.”

The reader who is interested in knowing more about the state-of-the-art in the area of
radial basis function methods may find it useful to consult with the surveys [Bu], [D],
and [P]. Another important source is the work of Madych and Nelson [MN1,2], who
developed a theory of interpolation based on reproducing kernel Hilbert spaces. The
general conditions onϕ that ensure the existence and uniqueness of a solution of the
interpolation method have been given by Micchelli [M]. More recently, M. J. Johnson
[J] established an upper bound on the approximation order when interpolating data that
are defined in the unit ball ofRd. His analysis covered the basis functionϕ of the form
ϕ = | · |λ/2 for d, λ odd, andϕ = | · |λ/2 log | · | for d, λ even.

The following notations are used throughout this paper. For the given functionϕc and
a discrete4 ⊂ Rd, we define

S4(ϕc) := closureS0(ϕc),

under the topology of uniform convergence on compact sets, with

S0(ϕc) := span{ϕc(· − ξ): ξ ∈ 4},
the finite span of{ϕc(· − ξ) : ξ ∈ 4}. The Fourier transform off ∈ L1(Rd) is defined
as

f̂ (θ) :=
∫

Rd

f (t)e−θ (t)dt, eθ : x 7→ ei θ ·x.

Also, for a functionf ∈ L1(Rd), we use the notationf ∨ for the inverse Fourier transform.
We assume that the reader is familiar with the usual properties of the Fourier transform.
In particular, the Fourier transform can be uniquely extended to the space of tempered
distributions onRd. Several different function norms are used. In particular, theL p-norm,
1≤ p ≤ ∞, is denoted as

‖ f ‖p := ‖ f ‖L p(Rd).

For x = (x1, . . . , xd) in Rd:

|x| := (x2
1 + x2

2 + · · · + x2
d)

1/2
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stands for its Euclidean norm and, forα ∈ Zd+ := {β ∈ Zd : β ≥ 0}, we setα! :=
α1! · · ·αd! and |α|1 :=∑d

k=1 αk. Finally,5k stands for the space of all polynomials of
degree≤ k in d variables.

Given a functionf in C(Rd\0), we say thatf has a singularity of order k at the
origin if there exist some constantsc1, c2 > 0 such thatc1 ≤ | · |k| f | ≤ c2 in some
punctured neighborhood of the origin.

Asymptotic approximation properties are usually quantified by the notion of approx-
imation order. In order to make this notion precise, we define the density of4 by

h := h(4) := sup
x∈Rd

inf
ξ∈4
|x − ξ |.(1.3)

Then, given a sequence(Lh)h of approximation schemes, we say that(Lh)h provides an
L p-approximation orderk > 0 if, for every sufficiently smoothf ∈ L p(Rd),

‖ f − Lh f ‖p = O(hk), 1≤ p ≤ ∞,

ash tends to 0. In our study, the range ofLh is the spaceS4(ϕc) for certain4 andc.
Note that we have to index the operatorLh by the densityh := h(4) of the center set4.
While this is convenient in the context of discussing approximation orders, the reader
should keep in mind that the actual schemeLh depends on the choice ofϕc as well as
on the given set4 becauseLh maps toS4(ϕc).

We used above the loose term of “sufficiently smoothf .” More precisely, our approx-
imands are chosen from the Sobolev space

Wk
p(R

d), 1≤ p ≤ ∞, k ∈ Z+,

of all functions whose derivatives of orders≤ k are inL p(Rd). By | · |k,p, we shall denote
the homogeneouskth orderL p-Sobolev semi-norm, i.e.,

| f |k,p :=
∑
|α|1=k

‖Dα f ‖p.

1.2. An Outline of our Approach

Let f : Rd → Rd be a smooth function, and letϕc be the “shifted” surface spline as in
(1.2). The basis functionϕc should not be used directly in any approximation scheme
since it increases polynomially fast around∞. However, a suitable bell-shape

ψc(x) =
∑
α∈Zdd

µ(α)ϕc(x − α)(1.4)

is obtained by applying a difference operator. To simplify the discussion at this intro-
ductory stage, we assume that the localization sequenceµ is of finite support.

In our study, we obtain an approximation scheme into the space spanned by the
scattered shifts ofϕc by employing the following 2-step method. In the first step we
mollify f : we approximatef by

σ∨ω ∗ f
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with σω a cut-off function, whereω is a parameter depending onh, i.e.,

ω := ω(h),
(we discuss this point later in further detail). In particular, we choose the parameterc in
ϕc so that the ratio

ρ := c/ω

is held fixed. This will lead to the construction of numerically stable schemes. Next, we
look for an approximant from the spaceS4(ϕc)which approximatesσ∨ω ∗ f in some sense.
To this end we realize that we know how to approximate wellσ∨ω ∗ f by convolution:

σ∨ω ∗ f ≈ [ψρ ∗3 f (ω·)](·/ω).
Here, the functionψρ is a localization ofϕρ as in (1.4) so that, after some calculations,
one can see that

ψρ(·/ω − t) = ψc/ω(·/ω − t) =
∑
α∈Zd

µ(α)ϕc(· − (t + α)ω)/ωλ.(1.5)

Also,3 is an operator depending onσω and it is of the form

3 f = mc,ω ∗ f(1.6)

with mc,ω∗ a mollifier that “inverts” (in a suitable sense) the convolutionψρ∗. However,
the above approximant then lies in the space spanned byall the translates ofϕc, con-
trary to our desire to have the approximants inS4(ϕc). Therefore, we approximate the
convolution kernel(x, t) 7→ ψρ(x/ω − t) by a kernel

(x, t) 7→ K (x, t).

The basic properties ofK are as follows:

(a) for a fixedt ∈ Rd, K (·, t) ∈ S4(ϕc); and
(b) for a fixedx ∈ Rd, K (x, ·) ∈ L1(Rd).

Our quasi-interpolant is then initially written in the integral form

R4 f :=
∫

Rd

K (·, t)(3 f )(ωt) dt ≈ σ∨ω ∗ f(1.7)

with the same operator3 in (1.6).
The construction of the kernelK (·, t) is done as follows: we first approximate each

ϕc(· − t) by a linear combination

ϕc(·, t) :=
∑
ξ∈4

A(t, ξ)ϕc(· − ξ) ∈ S4(ϕc).(1.8)

Here the sequence(A(t, ·)) is assumed to be finitely supported for eacht ∈ Rd. (Note
that the above sequence is defined on4; however, we do not necessarily assume4 to be
finite.) Further properties of the map(t, ξ) 7→ A(t, ξ) that are essential for the success
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of (1.7) will be analyzed later. Next, by replacing each shiftϕc(· − t) in (1.5) byϕc(·, t),
we defineK (·, t) by

K (·, t) :=
∑
α∈N

µ(α)ϕc(·, (t + α)ω)/ωλ ≈ ψρ(·/ω − t).(1.9)

It is obvious from this form thatK (·, t) ∈ S4(ϕc), for eacht ∈ R. Note also that the
kernelK depends on the locations of the centers4, but not on the approximandf .

With the approximation schemeR4 above at hand, our goal of this study is to prove
error bounds of the following form (Theorem 1.1). The theorem we state now can be
regarded as a prototype for the main results. We remind the reader that the parameter
λ appears in the definition ofϕc (and should not be confused with the convolution
operator3) while d is the spatial dimension.

Theorem 1.1. Let the basis functionϕc and the approximation scheme R4 be given as
above. Let the coefficients(A(t, ξ))ξ∈4 for ϕc(·, t) in (1.8)satisfy the relation∑

ξ∈4
A(t, ξ)q(ξ) = q(t) for any q∈ 5n

with n a “sufficiently large” integer. Assume that f∈ Wk
p(R

d) ∩Wm
1 (R

d) with m :=
min(k, λ+ d), where1≤ p ≤ ∞. Then, if k < λ+ d, we have an estimate

‖ f − R4 f ‖p = o(hk).

Also, if k ≥ λ+ d, we have

‖ f − R4 f ‖p = o(hrk),

which is valid for every0< r < 1.

Note that the theorem indicates that we obtain approximation orders that depend on
the smoothness off only. We emphasize that the numbern, which represents “accuracy”
(as well as the complexity) of the scheme, depends onr ∈ (0,1) and the smoothness
parameterk: the higher approximation order we desire, the more complex our scheme
is. We also emphasize that the “tension parameter”c that appears in the definition ofϕc

may vary with4.
The layout of this paper is as follows: Section 2 is devoted to the development of the

approximation schemeR4. In Section 2.1, some basic properties ofϕc are discussed and
then the schemeR4 is constructed. Also discussed there is the issue of the smoothing
effects ofR4. In Section 2.2, we discuss properties of the matrixA(·, ·) (which appears
in (1.8)) that are essential for the success of (1.7). Section 3 is devoted to error analysis.
Specifically, the approximation order of the schemeR4 is discussed in Section 3.2. As was
said, we will show thatR4 providesspectral approximation orders: the convergence rate
of the scheme will be determined by the decay at infinity off̂ (i.e., by the smoothness of
the approximandf ). Finally, in Section 4, a specific numerical example which illustrates
the accuracy of approximation by using the schemeR4 is provided. The initial numerical
tests reveal that the new approximation scheme gives better results than the surface spline
interpolation method, which is one of the best well-known methods in this area.
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2. The Approximation SchemeR4 and the Functionϕc(·, t)

2.1. The Approximation Scheme

As mentioned in the Introduction, we choose to focus on “basis” functions that are
obtained from the fundamental solution of the iterated Laplacian by the shifting|x| 7→
(|x|2+ c2)1/2 with c > 0:

ϕc(x) =
{
(|x|2+ c2)λ/2, λ ∈ Z+, λ,d odd,
(|x|2+ c2)λ/2 log(|x|2+ c2)1/2, λ ∈ Z+, λ,d even.

The generalized Fourier transforms of these functions satisfy that

ϕ̂c(θ) = c(λ,d)|θ |−λ−d K̃(d+λ)/2(|cθ |),(2.1)

[GS], wherec(λ,d) is a constant depending onλ andd, andK̃ν(|t |) := |t |νKν(|t |) with
Kν(|t |) the modified Bessel function of orderν. (Note that despite the similarity in the
notations, there is no direct connection between the aboveK̃ and the kernelK .) The
following properties ofK̃ν are related to our analysis:

K̃ν(|t |) ≈
√
π

2
tν−1/2e−|t | (t →∞),(2.2)

K̃ν(|t |) ∈ C2ν−1(Rd) ∩ C∞(Rd\0),
see [AS]. One property ofϕc which is important in our development is the following:

Lemma 2.1. Letϕc be as above. For anyν ∈ Zd+ with |ν|1 =: n+ 1> λ+ d + 1,

Dνϕc ∈ L p(Rd), 1≤ p ≤ ∞.

Proof. It is sufficient to prove that the Fourier transform of( )αDνϕc : x 7→ xαDνϕc(x)
with |α|1 = d + 1 is in L1(Rd). Note that

[( )αDνϕc]
∧ = (−1)d+1i n−d Dα(( )νϕ̂c).

Hence by using Leibnitz’ rule, we will show that

Dγ ( )νDα−γ ϕ̂c ∈ L1(Rd).(2.3)

Since Dα−γ ϕ̂c decays fast around∞, the function in (2.3) is inL1(N∞) for some
neighborhoodN∞ of ∞. Next, from (2.1), we see that the distributionDα−γ ϕ̂c has a
singularity of orderλ + 2d + 1− |γ |1 at the origin andDγ ( )ν has a zero of order
n + 1− |γ |1 at the origin. Thus, we find that the function in (2.3) has a singularity of
orderλ+ 2d− n, andλ+ 2d− n < d by assumption. It implies thatDγ ( )νDα−γ ϕ̂c is
in L1(N0) with N0 a neighborhood at the origin.

Now, let us turn to the construction of the approximation schemeR4 in (1.7). Suppose
that we look for an approximant in the span ofϕc(· − t), t ∈ Rd, for a smooth function
f : Rd → R. Then we may try to find the exact solutionf ∗ of the convolution equation

ϕc ∗ f ∗ = f.
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However, this equation is not always solvable. In order to make sure that there is a
solution for this equation, the functionf needs to be very smooth in a way that depends
on the basis functionϕc. Thus, rather than solving the equation exactly, we approximate
first the functionf by

σ∨ω ∗ f

whereω is a parameter depending onh, i.e.,

ω := ω(h),

σω : x 7→ σ(ωx), andσ : Rd → [0,1] is a nonnegativeC∞-cutoff function whose
supportσ lies in the ballBη := {x ∈ Rd: |x| < η} ⊂ [−2π,2π ]d with σ = 1 on
Bη/2 and‖σ‖∞ = 1. Then we look for an approximant from the spaceS4(ϕc) which
approximatesσ∨ω ∗ f .

Since the functionσ∨ω ∗ f is band-limited, after substitutingσ∨ω ∗ f for f in the above
convolution equation, we can find a solution

f ∗ = (σω f̂ /ϕ̂c)
∨

of the following equation

ϕc ∗ f ∗ = σ∨ω ∗ f.(2.4)

Since our real intent is to approximate the functionσ∨ω ∗ f from the spaceS4(ϕc), a
natural way to construct an approximant from the spaceS4(ϕc) can be to replace the
kernelϕ(·− t) in the convolution equationϕc ∗ f ∗ in (2.4) by the approximationϕc(·, t)
in (1.8). However, a close look at the left-hand side of the above expression (2.4) shows
that this attempt encounters several obstacles. First, the basis functionϕc grows at some
polynomial degree away from zero, and there are inherent “cancellations;” hence loss of
significance in the integration. Furthermore, in order for the above integration to make
sense, we need to impose some extra conditions onf . (Namely, the functionf is required
to satisfy the conditionf̂ ∈ Ck(Rd), k > d+ λ.) The standard way to circumvent those
difficulties is via a “localization process.” Our strategy is to localize the kernelϕc(· − t)
in the above convolution equation (2.4) by applying a difference operator toϕc, which
constructs a new bell-shaped kernel

ψc =
∑
α∈Zd

µ(α)ϕc(· − α)

where the localization sequenceµ: Zd → C decays fast at∞ and the above sum
converges uniformly on compact sets. In fact,µ is chosen to have finite support in this
paper and the functionψc is assumed to satisfy the condition

sup
x∈Rd

(1+ |x|)mψc |ψc(x)| <∞

for somemψc > d. The ability to perform this localization process is due to the structure
of the Fourier transform ofϕc. The crucial fact is that the Fourier transform̂ϕc of ϕc is
very smooth off the origin (see [DJLR]). This means that in order to localizeϕc we only
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need to make sure that the Fourier transformψ̂c of ψc is smooth at the origin. To ensure
numerical stability, we need to insist that

ψ̂c(0) 6= 0.

In other words, considering the localization condition onψc, the functionψ̂c is continuous
everywhere, especially at the origin. Hence, the function

τ :=
∑
α∈Zd

µ(α)e−iα

with ψ̂c = τ ϕ̂c has a high-order zero at the origin. We note here thatτ is a 2πZd-periodic
function, and since the only singularity ofϕ̂c is at the origin and̂ϕc 6= 0 onRd\0, we
can assume thatτ does not vanish on some punctured neighborhoodÄ\0 of the origin.
This ensures that̂ψc does not vanish onÄ. Expressing the inverse Fourier transform of
τ as

τ∨ =
∑
α∈Zd

µ(α)δα,(2.5)

the above convolution equation (2.4) implies the relation

σ∨ω ∗ f = ϕc ∗ τ(ω·)∨∗
(

σω f̂

τ(ω·)ϕ̂c

)∨
(2.6)

in which the property(gh)∨ = g∨ ∗ h∨ is used. Invoking the relation in (2.1), we obtain

τ(ω·)ϕ̂c = ωλ+dψ̂c/ω(ω·).(2.7)

Denoting

ρ := c/ω,

the expression (2.7) leads to

τ(ω·)∨ ∗ ϕc = ωλψρ(·/ω).(2.8)

Hence, from (2.6) and (2.8), a direct calculation using change of variables yields that

σ∨ω ∗ f = ω−dψρ(·/ω)∗
(
σω f̂

ψ̂ρ(ω·)

)∨
=
[
ψρ∗

(
σω f̂

ψ̂ρ(ω·)

)∨
(ω·)

]
(·/ω).

Thus, approximating the convolution kernelψρ(·/ω − t) in the above identity by

K (·, t) :=
∑
α∈Zd

µ(α)ϕc(·, (t + α)ω)/ωλ

with ϕc(·, t) in (1.8), we obtain the following scheme:
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Definition 2.2. With ϕc,ψc, andK (·, t) as above, we define our approximation scheme
R4 by

R4 f :=
∫

Rd

K (·, t)3 f (ωt)dt,(2.9)

where3 is the operator

3: f 7→ (σω/ψ̂ρ(ω·))∨ ∗ f.(2.10)

Remark. From (2.10), we observe that

3 f =
∫

Rd

(σ/ψ̂ρ)
∨(·/ω − y) f (ωy)dy.(2.11)

Here, we find thatσ/ψ̂ρ ∈ C2λ+2d−1(Rd) (see [DJLR]) and(σ/ψ̂ρ)∨ decays at some
polynomial degree. Thus, we realize that the localization property ofR4 is due to the
decaying properties of the kernelK and(σ/ψ̂ρ)∨ in the sense that the contribution to
the approximant’s value at a pointx by the data value atξ ∈ 4 decreases as the distance
betweenx andξ increases. In addition, the definition ofK (·, t) leads to the explicit form

R4 f (x) =
∑
ξ∈4

ϕc(x − ξ)
∑
α∈Zd

µ(α)cξ,α( f ),

where

cξ,α( f ) :=
∫

Rd

A(ω(t + α), ξ)3 f (ωt)dt/ωλ

with 3 in (2.10). It ensures that the approximantR4 f belongs toS4(ϕc).

Remark. The schemeR4 has a smoothing effect through the convolution

3 f = (σω/ψ̂ρ(ω·)) ∗ f,

in (2.9). The actual smoothing parameters arec andω; they are adjusted according to the
density of centers and the level of the noise. Asc, ω → 0, the function3 f converges
to a local interpolant off . On the other hand, asc grows, the approximant becomes
smoother; hence, it may lose some “details.” A good choice for the parametersc and
ω can be interpreted as a balanced compromise between smoothness and fidelity of the
approximation to the data. Practical examples are discussed in [Y].

2.2. The Admissible Coefficients(A(t, ξ))ξ∈4 for ϕc(·, t)
For a given discrete set4 in Rd, our approximation schemeR4 in (1.7) is based on the
approximation of each shiftϕc(· − t), t ∈ Rd, by a linear combination

ϕc(·, t) :=
∑
ξ∈4

A(t, ξ)ϕc(· − ξ).(2.12)
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We refer toϕc(·, t) as a “pseudo-shift” ofϕc. For every t ∈ Rd, the coefficients
(A(t, ξ))ξ∈4 forϕc(·, t)are assumed to satisfy the following condition: for somemA > d,
there exists a constantc independent ofx andt such that

|ϕc(x − t)− ϕc(x, t)| ≤ c(1+ |x − t |)−mA, x ∈ Rd.(2.13)

This condition pertains to the most fundamental property of the basis functionsϕc that
we study; whileϕc itself grows at∞, a suitable linear combination of translates ofϕc

should decay at∞.

Theorem 2.3. Let(A(t, ξ))ξ∈4, t ∈ Rd,be the coefficients forϕc(·, t) in (2.12).Assume
that:

(a) the set{A(t, ·)(t − ·) j : t ∈ Rd} of functions defined on4 lies in `1(4) and is
bounded there for all j< s for some nonnegative integer s; and

(b) for all p ∈ 5n with n ∈ [λ+ d, s) (λ+ d is the order of singularity of̂ϕc at the
origin), the coefficients(A(t, ξ))ξ∈4 satisfy∑

ξ∈4
A(t, ξ)p(ξ) = p(t).

Then we have the relation

|ϕc(x − t)− ϕc(x, t)| ≤ c(1+ |x − t |)−mA

with mA = n− λ > d and c a constant independent of x and t.

Indeed, once the following simple lemma is established, this theorem is proved directly
by Theorem 2.7.1 of [DR]:

Lemma 2.4. The relation
∑

ξ∈4 A(t, ξ)p(ξ) = p(t) holds for every p∈ 5n if and
only if ∑

ξ∈4
A(t, ξ)(t − ξ)α = δα,0.(2.14)

Proof of the Lemma. The “only if” implication is trivial, since(·−ξ)α is a polynomial.
As for the “if” implication, assuming (2.14) to hold, it is clear that∑

ξ∈4
A(t, ξ)p(ξ − t) = p(0)

for any p ∈ 5n. This implies that∑
ξ∈4

A(t, ξ)p(ξ) =
∑
|α|1≤n

tα
∑
ξ∈4

A(t, ξ)Dα p(ξ − t)/α!

=
∑
|α|1≤n

tαDα p(0)/α! = p(t),

which completes our proof.
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For the given basis functionϕc, Theorem 2.3 states sufficient conditions on(A(t, ξ))ξ∈4
that imply (2.13). The highlight of these sufficient conditions is that they are actually
independent of the basis functionϕc: the only information required on the basis function
ϕc is the order of singularity of the Fourier transform̂ϕc at the origin. If a different basis
function (e.g., the surface spline of orderλ) has the same order of singularity (at the
origin on the Fourier domain), we can use the same coefficient sequence(A(t, ξ))ξ∈4 to
construct its pseudo-shifts. The general conditions of(A(t, ξ))ξ∈4 and basis functions
for the successful construction ofϕc(·, t) in the sense of (2.13) are studied in the papers
[DR] and [Y].

Here and in the sequel, we assume (without much loss) that, for any fixedt ∈ Rd, the
sequence(A(t, ξ))ξ∈4 is finitely supported, and we use the abbreviation

4t := {ξ ∈ 4: A(t, ξ) 6= 0}.
Of course, we choose the centers in the set4t to be some “close neighbors” oft . It is
natural to require4t to have the nondegeneracy property for5n, i.e., any polynomial in
5n which vanishes on4t must be identically zero. This also implies that the number of
centers in4t should be no smaller than

dim5n(Rd) = (n+ d)!

n! d!
.

In view of the above discussion, we introduce the notion of “admissible coefficients”
(A(·, ξ))ξ∈4.

Definition 2.5. The coefficients(A(·, ξ))ξ∈4 are termedadmissible for 5n if they
satisfy the following three conditions:

(a) there existsc1 > 0 such that, for anyt ∈ Rd, A(t, ξ) = 0 whenever|t− ξ | > c1h,
with h the density of4 as in (1.3);

(b) the set{(A(t, ξ))ξ∈4: t ∈ Rd} is bounded iǹ 1(4); and
(c) for everyt ∈ Rd,

∑
ξ∈4 A(t, ξ)δξ = δt on5n, i.e.,∑
ξ∈4

A(t, ξ)p(ξ) = p(t), ∀ p ∈ 5n.(2.15)

Remark. When the coefficients(A(·, ξ))ξ∈4 are admissible for5n, we realize that their
key property is local reproduction of polynomials in5n. It is an important ingredient
in our error estimates in the following Section 3. We also note that the linear system in
(2.15) is invariant under the dilation and translation onRd and4. Hence, without loss
of generality, we assume that the following condition holds in this study:

(A(δt, ξ))ξ∈4 = (A(t, ξ/δ))ξ∈4, δ > 0.

3. The Approximation Power of the SchemeR4

3.1. Basic Results

As we discussed in the previous sections, our approximation is performed in two steps:
first a function f is approximated byσ∨ω ∗ f , and then we approximate this mollified
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function by the quasi-interpolantR4 f . For this reason, in error analysis, it is useful to
divide f − R4 f into two parts

f − R4 f = ( f − σ∨ω ∗ f )+ (σ∨ω ∗ f − R4 f ).(3.1)

To estimateσ∨ω ∗ f − R4 f , we first consider the following lemma:

Lemma 3.1. Let R4 be the scheme defined as in(2.9). Assume that the coefficients
(A(t, ξ))ξ∈4 for ϕc(·, t) in (1.8)are admissible for5n with n≥ λ+ d. Then, for every
f ∈ L1(Rd), we have the identity

σ∨ω ∗ f − R4 f =
∫

Rd

(ϕc(· − t)− ϕc(·, t))(σω f̂ /ϕ̂c)
∨ dt.(3.2)

Proof. From (2.8), let us recall the equation

ψρ(·/ω) = ω−λτ (ω·)∨ ∗ ϕc

with ρ = c/ω. Then, by (2.7) and change of variables, we deduce that

(σ∨ω ∗ f − R4 f )(x) = ω−λ−d
∫

Rd

τ(ω·)∨ ∗ (ϕc(x − ·)− ϕc(x, ·))(t)3 f (t)dt

= ω−λ−d
∫

Rd

(ϕc(x − t)− ϕc(x, t))(τ (ω·)∨ ∗3 f )(t)dt

with 3 in (2.10). Using (2.7) again, we get

ω−λ−dτ(ω·)∨ ∗3 f = (σω f̂ /ϕ̂c)
∨,

which completes our proof.

Theorem 3.2. Let R4 be the scheme defined as in(2.9). Suppose the coefficients
(A(t, ξ))ξ∈4 for ϕc(·, t) in (1.8) are admissible for5n with n ≥ λ + d. Then, for
every band-limited function f∈ L1(Rd), we have

‖ f − R4 f ‖p ≤ consthn+1.

Proof. For sufficiently smallω, the term f − σ∨ω ∗ f is identically zero becausêf is
compactly supported. Thus, invoking (3.1), it suffices to estimate only the errorσ∨ω ∗
f − R4 f . For this, we recall the condition

∑
ξ∈4 A(t, ξ) = 1 to derive

ϕc(x − t)− ϕc(x, t) =
∑
ξ∈4

A(t, ξ)(ϕc(x − t)− ϕc(x − ξ)).

Let Tx−tϕc be the Taylor expansion of degreen of ϕc aboutx − t . Then, due to the
polynomial reproduction property

∑
ξ∈4 A(·, ξ)p(ξ) = p for any p ∈ 5n, we get∑

ξ∈4
A(t, ξ)[ϕc(x−t)−Tx−tϕc(x−ξ)] =

∑
0<|ν|1≤n

Dνϕc(x−t)
∑
ξ∈4

A(t, ξ)(t−ξ)ν/ν! = 0.
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Thus, it gives the identity

ϕc(x − t)− ϕc(x, t) =
∑
ξ∈4

A(t, ξ)Rn(t, ξ)

with the remainder in the integral form

Rn(t, ξ) :=
∑
|ν|1=n+1

(t − ξ)ν
ν!

∫ 1

0
(n+ 1)(1− y)n Dνϕc(x − t + y(t − ξ))dy.

Moreover, sinceA(t, ξ) = 0 whenever|t − ξ | ≥ c1h for some constantc1 > 0 (see
Definition 2.5), we obtain the bound∑

ξ∈4
|A(t, ξ)||t − ξ |ν/ν! ≤ consthn+1

∑
ξ∈4
|A(t, ξ)|

for |ν|1 = n+ 1. Therefore, it provides the inequality

|ϕc(x − t)− ϕc(x, t)| ≤ consthn+1
∑
ξ∈4
|A(t, ξ)|

×
∫ 1

0
(n+ 1)(1− y)n

∑
|ν|1=n+1

|Dνϕc(x − t + y(t − ξ))|dy.

Now, in order to bound the error‖ f − R4 f ‖p with 1 ≤ p ≤ ∞, we apply the above
inequality to the right-hand side of the identity (3.2). Then, a direct calculation using the
Minkowski’s inequality (for the case 1≤ p <∞) yields

‖ f − R4 f ‖p ≤ consthn+1‖(σω f̂ /ϕ̂c)
∨‖1|ϕc|n+1,p, 1≤ p ≤ ∞.(3.3)

Consequently, to complete the proof of the theorem, it remains to show that the term
‖(σω f̂ /ϕ̂c)

∨‖1 is bounded by a constant independent ofω. Let σ f be a compactly

supportedC∞-cutoff function such thatσ f = 1 on the support of̂f . Then, for sufficiently
smallω, it is clear that

(σω f̂ /ϕ̂c)
∨ = (σ f /ϕ̂c)

∨ ∗ f,

and it follows

‖(σω f̂ /ϕ̂c)
∨‖1 ≤ ‖(σ f /ϕ̂c)

∨‖1‖ f ‖1.
Combining this bound with (3.3), we establish the required result.

We now estimate the errorf − σ∨ω ∗ f :

Lemma 3.3. Let σω be the cutoff function defined as in Section2.1. Then, for any
ν ∈ Zd+, ∫

Rd

θνσ∨ω (θ)dθ = δν,0.
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Proof. Using the propertyθνσ∨ω (θ) = (−iω)|ν|1(Dνσ (ω·))∨(θ) for anyν ∈ Zd+, we
have ∫

Rd

θνσ∨ω (θ)dθ = (−iω)|ν|1(Dνσ (ω·))(0) = δν,0.

Lemma 3.4. Let σω be the cutoff function defined as in Section2.1. Then, for every
f ∈ Wk

p(R
d), we have the convergence property

‖ f − σ∨ω ∗ f ‖p = o(ωk), 1≤ p ≤ ∞,
asω tends to0.

Proof. From Lemma 3.3, it is easy to check that
∫

Rd σ
∨
ω (θ)dθ = 1 for anyω > 0.

Then it leads to the identity

( f − σ∨ω ∗ f )(t) =
∫

Rd

σ∨ω (θ)( f (t)− f (t − θ))dθ.

Here, Taylor expansion off (t − θ) aboutt gives the expression

f (t)− f (t − θ) =
∑

0<|ν|1<k

(−θ)νDν f (t)/ν! + Rk f (t, θ)(3.4)

with

Rk f (t, θ) =
∑
|ν|1=k

(−θ)ν
∫ 1

0
k(1− y)(k−1)Dν f (t − yθ)dy/ν!.

Due to the fact
∫

Rd σ
∨
ω (θ)θ

ν dθ = 0 for ν 6= 0 (see Lemma 3.3), we find that the integral
of σ∨ω multiplied by the first term in the right-hand side of (3.4) is identically zero. Thus,
we get

( f − σ∨ω ∗ f )(t) =
∫

Rd

σ∨ω (θ)Rk f (t, θ)dθ

= (iω)k
∫

Rd

ω−d
∑
|ν|1=k

(Dνσ )∨(θ/ω)

×
∫ 1

0
k(1− y)(k−1)Dν f (t − yθ)dy dθ/ν!.

One can in fact prove by using Minkowski’s inequality that

ω−k‖ f − σ∨ω ∗ f ‖p ≤ const
∑
|ν|1=k

‖Dν f ‖p

∫
Rd

ω−d|(Dνσ )∨(θ/ω)|dθ

with 1≤ p ≤ ∞. Note that(Dνσ )∨(0) = 0 for ν 6= 0. Also, forθ 6= 0,

ω−d(Dνσ )∨(θ/ω)→ 0, ω→ 0.

Therefore, this lemma is true by the Lebesgue Dominated Convergence Theorem.



242 J. Yoon

Though asymptotic approximation properties are usually quantified by approximation
orders, an error estimate can be carried out in terms of a user’s requirement, say “toler-
ance.” By taking a sufficiently smallω, we can make the errorf − σ∨ω ∗ f small enough
to satisfy a (given) tolerance. Then, with the fixedω, an approximand is sampled densely
enough to make the final error satisfy the required tolerance. The following corollary is
related to this issue:

Corollary 3.5. Let R4 be the scheme defined as in(2.9). Suppose the coefficients
(A(t, ξ))ξ∈4 for ϕc(·, t) in (1.8)are admissible for5n with n≥ λ+ d. Then, for every
f ∈ Wk

p(R
d) ∩ L1(Rd), we have

‖ f − R4 f ‖p ≤ consthn+1+ o(ωk), 1≤ p ≤ ∞,
whereconstis dependent on the parameter c inϕc.

3.2. The Approximation Order of R4

As a set4 becomes dense, we wantR4 f to better approximate the approximandf . The
basic criterion of the approximation properties ofR4 is that of approximation orders.
In this section, we will observe thatR4 providesspectral approximation orders: the
convergence rate of the scheme will be determined by the decay at infinity off̂ (i.e., by
the smoothness of the approximandf ).

As a matter of fact, remembering the expression

f − R4 f = (σ∨ω ∗ f − R4 f )+ ( f − σ∨ω ∗ f )

in (3.1), the errorf − σ∨ω ∗ f is computed directly by Lemma 3.4 regardless of the
schemeR4. Hence, we focus our estimate on the termσ∨ω ∗ f − R4 f . For this purpose,
we recall the expression in (3.3):

‖σ∨ω ∗ f − R4 f ‖p ≤ consthn+1‖ f ∗‖1|ϕc|n+1,p

with

f ∗ :=
(
σω f̂

ϕ̂c

)∨
.(3.5)

Here, we see that the functionf ∗ cannot be kept, in general, bounded asω tends to zero
becausêϕ−1

c (θ) increases exponentially fast asθ →∞ (see (2.1) and (2.2)). However, it
will be shown in the following analysis that this phenomenon is overcome by choosing
a fixed ratioρ = c/ω > 0.

Exploiting the relation(gh)∨ = g∨ ∗ h∨, for a function f ∈ L1(Rd), we have the
identity

f ∗(t) = 1

c(λ,d)

∫
Rd

f (t − θ)
(
σω| · |λ+d

K̃(λ+d)/2(c·)

)∨
(θ)dθ(3.6)

= 1

c(λ,d)

∫
Rd

f (t − cθ)

(
σω/c| · |λ+d

cλ+d K̃(λ+d)/2

)∨
(θ)dθ
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wherec(λ,d) is in (2.1) andK̃ν(|t |) := |t |νKν(|t |) with Kν(|t |) the modified Bessel
function of orderν, see (2.2). Now, let us first consider the casef ∈ Wλ+d

1 (Rd). Denoting

p
λ+d (x) :=

∑
|α|1=λ+d

cαxα := |x|λ+d,

a variant of the expression in (3.6) is as follows:

f ∗ = pλ+d(D) f ∗ (σω/K̃(λ+d)/2(c·))∨.
It implies that

‖ f ∗‖1 ≤ | f |1,λ+d‖(σ1/ρ/K̃(λ+d)/2)
∨‖1.

In a similar fashion, for a functionf ∈ Wk
1 (R

d) with k < λ+ d, we have the identity

f ∗ =
∑

|α|1=λ+d

cα

(
σω( )

α

K̃(λ+d)/2(c·))

)∨
∗ f.

For eachα ∈ Zd+ with |α|1 = λ+d, we can writeα = β+(α−β)with |β|1=k < λ+d
andβi ≤ αi (i = 1, . . . ,d). Then, it follows that

f ∗ =
∑

|α|1=λ+d

cα(−i )k Dβ f ∗
(
σω( )

α−β

K̃(λ+d)/2(c·)

)∨
.(3.7)

We note that ∫
Rd

(
σω( )

α−β

K̃(λ+d)/2(c·)

)∨
(θ)dθ = 0,

and hence, it implies the equation

Dβ f ∗
(
σω( )

α−β

K̃(λ+d)/2(c·)

)∨
=
∫

Rd

(
σω( )

α−β

K̃(λ+d)/2(c·)

)∨
(θ)(Dβ f (t − θ)− Dβ f (t))dθ.

From (3.7), it leads to an estimate off ∗ as follows:

‖cλ+d−k f ∗‖1≤
∑

|α|1=λ+d

|cα|
∫

Rd

c−d

∣∣∣∣∣
(
σ1/ρ( )

α−β

K̃(λ+d)/2

)∨
(θ/c)

∣∣∣∣∣ ‖Dβ f (·− θ)− Dβ f ‖1 dθ.

We observe that the above integrand is zero ifθ = 0, and forθ 6= 0,

c−d

(
σ1/ρ( )

α−β

K̃(λ+d)/2

)∨
(θ/c)→ 0, c→ 0,

becauseK̃(λ+d)/2 ∈ Cλ+d−1(Rd). Thus, the Lebesgue Dominated Convergence Theorem
implies that

‖ f ∗‖1 = o(ck−λ−d), c→ 0.
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Therefore, the following lemma is established:

Lemma 3.6. Let f∗ be defined as in(3.5).Assume that the parameters c andω satisfy
the relation c= ρω for a fixedρ > 0. Then, for every f ∈ Wk

1 (R
d), we have

‖ f ∗‖1 ≤ const

{
1 if k ≥ λ+ d,
o(ck−λ−d) if k < λ+ d,

with constindependent of c andω, but dependent onρ.

Now we are ready to present the following theorem:

Theorem 3.7. Let R4 be the scheme defined as in(2.9).Let the coefficients(A(t, ξ))ξ∈4
for ϕc(·, t) in (1.8) be admissible for5n with n ≥ λ + d. Assume thatω(h) = hr

with 0 < r ≤ 1, and that c= ρω for a fixedρ > 0. Then, for every function f∈
Wk

p(R
d) ∩Wm

1 (R
d) with m := min(k, λ+ d), we have

‖ f − R4 f ‖p = o(hrk)+
{

O(h(1−r )(n+1)+r (λ+d)) if k ≥ λ+ d,
o(h(1−r )(n+1)+rk) if k < λ+ d.

Proof. Takingω(h) = hr with 0< r ≤ 1, it is immediate from Lemma 3.4 that

‖ f − σ∨ω ∗ f ‖p = o(hrk)

for any function f ∈ Wk
p(R

d). Hence, invoking (3.1), it remains to estimate only the
termσ∨ω ∗ f − R4 f . To this end, let us recall the inequality in (3.3):

‖σ∨ω ∗ f − R4 f ‖p ≤ consthn+1‖ f ∗‖1|ϕc|n+1,p.(3.8)

For anyν ∈ Zd+ with |ν|1 = n+ 1, it is obvious that

Dνϕc = cλDν(ϕ1(·/c)) = cλ−n−1(Dνϕ1)(·/c).

It follows from Lemma 2.1 that, for any|ν|1 = n+ 1,

‖Dνϕc‖p = cλ+d−n−1‖Dνϕ1‖p <∞.

Therefore, choosingc = ρhr with 0< r ≤ 1, the inequality (3.8) implies the bound

‖σ∨ω ∗ f − R4 f ‖p ≤ consth(1−r )(n+1)+r (λ+d)‖ f ∗‖1
with const independent of the parameterscandω. Applying Lemma 3.6 to this inequality,
we get the desired result.

Remark. The reason for our choicer ∈ (0,1) in the above theorem is as follows:
whenk ≥ λ + d andω(h) = h, the approximation scheme becomes stationary; the
approximation order isλ+ d. However, the choiceω(h) = hr with 0 < r < 1 induces
the nearly optimal approximation ordero(hrk) by taking sufficiently largen for a given
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r . Of course, ifr is getting closer to 1, practically, we need to solve larger linear systems
to get the approximation powero(hrk). In contrast, for the casek < λ + d, there is no
advantage in the choice ofr ∈ (0,1). Hence, takingω(h) = h brings the approximation
ordero(hk), which is in fact the best possible convergence rate. Also, in the stationary
case, the approximation power does not depend on the choice of the numbern (≥ λ+d).

Corollary 3.8. Suppose that f∈ Wk
p(R

d) ∩Wλ+d
1 (Rd) with k ≥ λ + d. For a given

r ∈ (0,1), let the number n(≥ λ + d) be chosen to satisfy the condition(1− r )(n +
1)+ r (λ+ d) > rk. Under the same conditions and notations of Theorem3.7,we have

‖ f − R4 f ‖p = o(hrk).

Corollary 3.9. Assume thatω(h) = h and f ∈ Wk
p(R

d)∩Wq
1 (R

d)withq = min(k, λ+
d). Then, under the same conditions and notations of Theorem3.7,we have

‖ f − R4 f ‖p =
{

O(hλ+d) if k ≥ λ+ d,
o(hk) if k < λ+ d.

4. Numerical Results

In this section, we provide a numerical example concerning our schemeR4. In this
example, we approximate the function

f (x, y) = −exp(−(x2+ y2))+
[

sin(x) sin(y)

xy

]5

.(4.1)

Note that f is a smooth function, hence should be suitable forinterpolation methods.
Since interpolation methods have a known deteriorating performance near the boundary
of the given domain, we confined our experiment to a “central portion” of the domain.

Here are the details. A set of 200 scattered centers4 is chosen randomly in the square
[−3,3] (see Figure 4.1(a)). Then, we approximate the given functionf in (3.9) from
the spaceS4(ϕc) (i.e., we employ a suitable schemeR4, as defined in (2.9) and used
in the form given by the display following (2.11)). Finally, we measure the error only
on [−1,1]2. We compare then the approximation with the benchmark method of the
surface spline interpolation. Figures 4.1(b), (c), and (d) show the contour lines of the
original function and the approximants by the surface spline interpolation andR4. The
differences are obvious from the contour lines and the maximal absolute errors: 0.1682
by the surface spline interpolation and 0.0397 byR4. In addition, one major advantage
of our scheme is that it is local in the sense that its value at a point mainly depends on
values ofϕc(· − ξ), for thoseξ ∈ 4 which are close to the point.

The above comparison is meaningful, since the two schemes, i.e., the surface spline
interpolation and our schemeR4 both select an approximant from a space spanned by the
4 shifts of a basis function. Nonetheless, we need to stress that the above comparison,
which heavily favors our scheme, is not completely “fair”: the interpolation method
uses as input only the scattered values of the given function at4. Our method, in
contrast, incorporates any needed information aboutf . We have conducted comparative
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(a) A set of scattered centers (b) Original functionf
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(c) Surface spline interpolant (d)R4 f

Fig. 4.1. The dark spot in (a) indicates the area on which we want to approximate. Note that the absolute
maximal errors are 0.1682 by surface spline interpolation and 0.0397 by the schemeR4.

experiments where both schemes use only the values off at4; our approach in those
experiments was still found to perform better than existing methods. In those other
experiments, however, we have tackled the “boundary effect” problem as well, thereby
implementing a more sophisticated version of theR4 scheme.

In fact, the approximation schemeR4 can be applied to noisy data as well as noiseless
data. We refer the reader to [Y] for more examples, especially for noisy data approxi-
mation and the details of an algorithm. From the theory and experience gained with this
approximation, and in comparison with other methods, we are convinced that the new
scheme performs at least on a par with, and in many instances better than, the currently
used methods.
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