POLYNOMIAL FITTING FOR EDGE DETECTION IN IRREGULARLY SAMPLED SIGNALS AND IMAGES
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Abstract. We propose a new edge detection method that is effective on multivariate irregular data in any domain. The method is based on a local polynomial annihilation technique and can be characterized by its convergence to zero for any value away from discontinuities. The method is numerically cost efficient and entirely independent of any specific shape or complexity of boundaries. Application of the minmod function to the edge detection method of various orders ensures a high rate of convergence away from the discontinuities while reducing the inherent oscillations near the discontinuities. It further enables distinction of jump discontinuities from steep gradients, even in instances where only sparse nonuniform data is available. These results are successfully demonstrated in both one and two dimensions.
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1. Introduction. Edge detection is of fundamental importance in image analysis. In particular, a reliable and efficient edge detection method can both provide the possibility of processing an image with high accuracy as well as serve to simplify the analysis of images by drastically reducing the amount of data to be processed. Among the many common criteria relevant to edge detector performance, there are two very important issues. The first and most obvious issue is the possibility of failing to find real edge points and/or falsely identifying nonedge points. Regardless of specific types of data (regular or irregular) and domains, it is imperative that the edges occurring in the image should not be missed, and that there be no spurious responses. This is critical since the edges of the image constitute piecewise smooth regions. Hence errors in edge identification could also have drastic consequences on image reconstruction. The second issue is the necessity for simple implementation and cost efficiency.

To address these issues, this study constructs an edge detection method based on local Taylor expansions. Indeed, several well-known methods exist in the univariate case (see, e.g., [2], [3], [4], [5], [11], and the references therein). However, for the bivariate case, particularly with irregular points, no successful method has thus far been developed. Recent developments (see [1] and [15]) in essentially nonoscillatory (ENO) and weighted essentially nonoscillatory (WENO) methods for hyperbolic conservation laws and Hamilton–Jacobi equations on multidimensional unstructured meshes also utilize Taylor expansions to determine regions of analyticity. For uniform sampling,
we note that while ENO and WENO methods identify stencils yielding the “most” smooth polynomial interpolations, they do not distinguish between, say, steep gradients and edges. In our method, Taylor expansions are used for the exclusive purpose of determining the true edges of an image by incorporating various orders and stencil sizes.

In this paper we present an edge detection method for multivariate irregular data that has the following desirable properties: (I) It can be applied to any irregular data in any domain. (II) It is independent of any specific shape of discontinuities in both the univariate and bivariate cases. (III) The method depends only on locally sampled signals, making it easy to implement numerically, since for each point our scheme needs only to solve a simple matrix and no global system of equations needs to be solved. (IV) It has a fast rate of convergence to zero away from the discontinuities. The benefit of the last property is that the edge detection method will be able to distinguish jumps from steep gradients more readily than methods of slower convergence. There will be additional considerations, as it will become apparent that high order edge detection methods produce more oscillations in the neighborhoods of the jump discontinuities. To distinguish true jump locations from neighborhood oscillations, we find from [13] that the \textit{minmod} function (see Definition 3.1), typically used for reducing oscillations in the presence of shocks in numerical solutions for conservation laws (see, e.g., [7]), may help to reduce oscillations in the presence of jump discontinuities. We extend this idea to our edge detection method for the case of multivariate irregular data and moreover provide a proof for its convergence rate to zero away from the discontinuities, which has previously not been accomplished.

This study is primarily concerned with the detection of jump discontinuities (or fault detection). While it is important to consider the effects of a noisy environment on an edge detection method, it is beyond the scope of this introductory paper. Hence we leave the study of noise for future investigations.

This paper is organized as follows: In section 2 we present the formulation of the edge detection method. In section 3 we use this formulation to construct an edge detection method for the one-dimensional case and employ the \textit{minmod} function to the edge detection method. Section 4 is devoted to analyzing the behavior of the edge detection method in two dimensions. Finally, some numerical algorithms are provided in Appendices A and B.

2. General formulation for edge detection. Let us first introduce the following notation, which will be used throughout this paper:

For \( x = (x_1, \ldots, x_d) \) in \( \mathbb{R}^d \), \( |x| := (x_1^2 + x_2^2 + \cdots + x_d^2)^{1/2} \) stands for its Euclidean norm. For any finite set of points \( S \) in \( \mathbb{R}^d \) we use the notation \( K_S \) for the convex hull of the set \( S \). We denote by \( \mathbb{N} := \{1, 2, \ldots, \} \) the set of natural numbers and by \( \mathbb{Z}_+ := \{0, 1, 2, \ldots, \} \) the set of nonnegative integers. For any \( \alpha = (\alpha_1, \ldots, \alpha_d) : \alpha_1, \ldots, \alpha_d \in \mathbb{Z}_+ \) := \( \mathbb{Z}_+^d \), we set \( |\alpha| := \sum_{k=1}^d \alpha_k \), and \( \alpha! := \alpha_1! \cdots \alpha_d! \). Throughout \( \alpha \) is a multivariate nonnegative integer that will change dimension based upon the dimension under discussion. We denote a uniform grid of density \( h \) as \( h\mathbb{Z}_+^d := \{ha|\alpha \in \mathbb{Z}_+^d\} \). We use the usual notation \( \lceil s \rceil \) to indicate the smallest integer greater than or equal to \( s \). For any \( m \in \mathbb{Z}_+ \), \( \Pi_m \) denotes the space of all polynomials of degree \( \leq m \) in \( d \in \mathbb{N} \) variables where the dimension of \( \Pi_m \) is denoted by

\[
(2.1) \quad m_d := \binom{m + d - 1}{d}.
\]
We recall the Dirac delta function
\[
\delta_{i,j} = \begin{cases} 
1 & \text{if } i = j, \\
0 & \text{if } i \neq j.
\end{cases}
\]
(2.2)

Finally, throughout this paper we use \( A \) to represent an arbitrary constant that may change value.

We introduce an edge detection method on the set of irregularly distributed points in a bounded domain \( \Omega \) in \( \mathbb{R}^d \). Let \( \mathcal{S} \) be a set of discrete points in \( \Omega \) and let \( f \) be a piecewise smooth function known only on \( \mathcal{S} \). In order to identify the jump discontinuities of \( f \), we construct a function \( L_m f, m \in \mathbb{N} \), which can be characterized by the asymptotical convergence property,
\[
L_m f(x) \to 0,
\]
for any \( x \) away from discontinuities, with the convergence rate depending in part on the given positive integer \( m \). The choice of \( m \) is user dependent, but a higher number \( m \) provides a faster rate of convergence in smooth regions of \( f \).

The edge detection method presented here is based on a local polynomial annihilation property. The general form of \( L_m f \) is given by the following two step method. In the first step, for any \( x \in \Omega \), we choose a set
\[
\mathcal{S}_x := \mathcal{S}_{m_d,x} := \{x_1, \ldots, x_{m_d}\},
\]
(2.3)
which is a local set of \( m_d \) (2.1) points around \( x \). In practice, though the dimension \( d \) can be arbitrary, we consider only the case \( d \leq 2 \) and note that for \( d > 2 \) the method is the same although the numerical algorithms are more complicated.

In order to annihilate polynomials up to degree \( m - 1 \), we solve a linear system for the coefficients \( c_j(x), j = 1, \ldots, m_d \), given by
\[
\sum_{x_j \in \mathcal{S}_x} c_j(x)p_i(x_j) = \sum_{|\alpha| = m} p_i^{(\alpha)}(x), \quad \alpha \in \mathbb{Z}^d_+,
\]
(2.4)
where \( p_i, i = 1, \ldots, m_d \), is a basis of \( \Pi_m \). Note that the solution (2.4) exists and is unique. Our edge detector \( L_m f \) is defined, using the solution of (2.4), as
\[
L_m f(x) = \frac{1}{q_{m,d}(x)} \sum_{x_j \in \mathcal{S}_x} c_j(x)f(x_j).
\]
(2.5)
Here \( q_{m,d}(x) \) is a suitable normalization factor depending on \( m \), the dimension \( d \), and the local set \( \mathcal{S}_x \) (2.3). In the following sections, we will determine \( q_{m,d}(x) \) specifically for \( d = 1, 2 \). Indeed, for the univariate case the normalization factor \( q_{m,d}(x) \) is important in detecting the jump amount at a discontinuity. However, in the multivariate case, it is no longer meaningful since the jump amount varies depending on the directions at a discontinuity. In this case \( q_{m,d}(x) \) can be used to estimate the magnitude of the jump in its normal direction, as will be explained later.

It is evident from (2.5) that \( L_m f \) is \textit{local} in the sense that it employs data only in a small neighborhood of \( x \). It is also apparent that (2.5) detects edges regardless of the geometrical aspects of the discontinuities. Furthermore, we will show that \( L_m f(x) \) converges to zero away from the discontinuities with a certain rate depending on \( m \) and the local smoothness of the function \( f \).
3. Edge detection in one dimension.

3.1. Formulation. Throughout section 3, let $f$ be a piecewise smooth function on an interval $[a, b]$, known only at the finite discrete points $S \subset [a, b]$, $\#S =: N < \infty$,

which we will call “nodes.” Suppose that $f$ has jump discontinuities with well-defined one-sided limits, and let

$$J = \{ \xi : a \leq \xi \leq b \}$$

denote the set of jump discontinuities of $f$ in $[a, b]$. We define the local jump function corresponding to $f$ as

$$[f](x) := f(x+) - f(x-),$$

where $f(x+)$ and $f(x-)$ are the right- and left-hand limits of the function $f$ at $x$. Clearly, if $f$ is continuous at $x$, then $[f](x) = 0$ and for any $\xi \in J$, $[f](\xi) = f(\xi+) - f(\xi-) \neq 0$.

The ability to find the locations and corresponding amplitudes of the jump discontinuities depends on the accuracy of the approximation to the jump function $[f](x)$. Hence we construct $L_m f(x)$ in (2.5) to be an approximation to $[f](x)$ such that

$$L_m f(x) \longrightarrow \begin{cases} [f](\xi) & \text{if } x_{j-1} \leq \xi, x \leq x_j \text{ for } \xi \in J, \\ 0 & \text{if } I_x \cap J = \emptyset, \end{cases}$$

where $I_x$ is the smallest closed interval such that $S_x \subset I_x$, with $S_x$ defined in (2.3). In this way, a jump discontinuity $\xi \in J$ is identified by its enclosed cell, $x_{j-1} \leq \xi \leq x_j$, and the convergence rate of the approximation $L_m f(x)$ to the jump function $[f](x)$ is given in terms of

$$h(x) := \max \{|x_i - x_{i-1}| : x_{i-1}, x_i \in S_x\}.$$

Clearly $h(x)$ is dependent upon the density of $S_x$.

The function $L_m f$ for the univariate case is defined as follows: For the given positive integer $m$, we choose a local set $S_x$ of $m_1$ points around $x$. Here $m_1$ is the dimension of $\Pi_m$ in $\mathbb{R}$ as given by (2.1), i.e., $m_1 = m + 1$. The coefficients utilized in the edge detection method are determined by the solution of the linear system

$$\sum_{x_j \in S_x} c_j(x) p_i(x_j) = p_i^{(m)}(x), \quad i = 1, \ldots, m_1,$$

where $p_i, i = 1, \ldots, m_1$, is a basis of $\Pi_m$. Clearly, the coefficients $c_j(x)$ are uniquely determined by the local set $S_x$, and are of order $O(h(x)^{-m})$ as $h(x) \to 0$. Fortunately, an explicit formula exists for $c_j(x)$ that will be described later in Theorem 3.2.

Next, by defining

$$S_x^+ := \{ x_j \in S_x | x_j \geq x \} \quad \text{and} \quad S_x^- := S_x \setminus S_x^+, \quad (3.4)$$

we set the normalization factor in (2.5) as

$$q_m(x) := q_{m,1}(x) := \sum_{x_j \in S_x^+} c_j(x), \quad (3.5)$$
such that \( q_m(x) \neq 0 \). Note from (3.3) that it is clear that \( q_m(x) \) is of order \( \mathcal{O}(h(x)^{-m}) \) as well.

Finally, the edge detection method (2.5) in the one-dimensional case is

\[
L_m f(x) = \frac{1}{q_m(x)} \sum_{j \in S_x} c_j(x) f(x_j).
\]

There is no restriction in choosing the sets \( S_x^+ \) and \( S_x^- \) in (3.4), but from a practical point of view, a good choice is to put almost the same numbers of nodes on each side of \( x \). For instance, if \( m \) is odd, one may choose \( S_x^+ \) and \( S_x^- \) such that \( \#S_x^+ = \#S_x^- \). These sets will have to be adjusted near the boundary of the domain, and naturally will become more one-sided.

In order for \( L_m f \) in (3.6) to be successful, it should approximate the jump function \( [f](x) \) with high accuracy. Theorem 3.1 shows that \( L_m f(x) \) converges to zero away from the jump discontinuities of \( f \) with a certain rate depending on \( m \) and the local smoothness of \( f \).

**Theorem 3.1.** Let \( m \in \mathbb{N} \) and \( L_m f(x) \) be defined as in (3.6) using a local set \( S_x \) with \( \#S_x = m_1 = m + 1 \). Then we have

\[
L_m f(x) = \begin{cases} 
[f](x) + \mathcal{O}(h(x)) & \text{if } x_{j-1} \leq x, x \leq x_j, \\
\mathcal{O}(h^{\min(m,k)}(x)) & \text{if } f \in C^k(I_x) \text{ for } k > 0,
\end{cases}
\]

where \( h(x) \) is given in (3.2) and \( I_x \) is the smallest closed interval such that \( S_x \subset I_x \).

**Proof.** Assume first that \( f \in C^k(I_x) \) for some \( k > 0 \). Denote \( k_m := \min(k, m) > 0 \) and let \( T_{k_m-1} f \) be the Taylor expansion of \( f \) of degree \( k_m - 1 \) around \( x \), namely,

\[
T_{k_m-1} f(x) = \sum_{\alpha=0}^{k_m-1} (\cdot - x)^\alpha f^{(\alpha)}(x)/\alpha!.
\]

Since \( T_{k_m-1} f \) is a polynomial of degree less than \( m \), the definition of \( c_j(x) \) in (3.3) implies that

\[
\sum_{x_j \in S_x} c_j(x) T_{k_m-1} f(x_j) = 0.
\]

By rewriting \( f = T_{k_m-1} f + R_{k_m-1} f \), where \( R_{k_m-1} f \) is the remainder of Taylor expansion, it follows from (3.7) that

\[
|L_m f(x)| = \left| \frac{1}{q_m(x)} \sum_{x_j \in S_x} c_j(x) R_{k_m-1} f(x_j) \right| \\
\leq \frac{1}{q_m(x)} \sum_{x_j \in S_x} |c_j(x)(x_j - x)^{k_m} f^{(k_m)}(\zeta_j)/k_m!| \\
\leq Ah^{k_m}(x) \frac{1}{|q_m(x)|} \sum_{x_j \in S_x} |c_j(x)|
\]

for some \( \zeta_j \) between \( x \) and \( x_j \), where the last inequality is implied since \( |x - x_j| \leq mh(x) \) for any \( x_j \in S_x \) and \( |f^{(k_m)}(x)/k_m!| \) is bounded for \( x \in I_x \). Since both \( c_j(x) \) and \( q_m(x) \) are \( \mathcal{O}(h^{-m}(x)) \), it is clear that \( |L_m f(x)| \leq Ah^{k_m}(x) \).
Next, consider the case that \( x_{j-1} \leq \xi, x \leq x_j \) for \( \xi \in J \) and \( x_{j-1}, x_j \in \mathcal{S}_x \). Without loss of generality, assume that \( \xi \) is the only discontinuity of \( f \) in a neighborhood \( I_\xi \) and \( \mathcal{S}_x \subset I_\xi \). Invoking the notation \( \mathcal{S}_x^+ \) and \( \mathcal{S}_x^- \) in (3.4), we have

\[
L_m f(x) = \frac{1}{q_m(x)} \sum_{x_j \in \mathcal{S}_x^+} c_j(x) f(x_j) + \frac{1}{q_m(x)} \sum_{x_j \in \mathcal{S}_x^-} c_j(x) f(x_j)
\]

\[
= \frac{1}{q_m(x)} \sum_{x_j \in \mathcal{S}_x^+} c_j(x) \left[ f(\xi^+) + (x_j - \xi) f'(\zeta_j^+) \right]
\]

\[
+ \frac{1}{q_m(x)} \sum_{x_j \in \mathcal{S}_x^-} c_j(x) \left[ f(\xi^-) + (x_j - \xi) f'(\zeta_j^-) \right]
\]

for some \( \zeta_j^+ \) and \( \zeta_j^- \). Since (2.4) implies that \( \sum_{x_j \in \mathcal{S}_x} c_j(x) = 0 \), it follows that

\[
\sum_{x_j \in \mathcal{S}_x^+} c_j(x) = - \sum_{x_j \in \mathcal{S}_x^-} c_j(x).
\]

Utilization of (3.5) yields

\[
L_m f(x) = (f(\xi^+) - f(\xi^-)) + O(h(x))
\]

to complete the proof.

Next, Theorem 3.2 establishes the relationship between the edge detection method (3.6) and Newton divide differences, which are frequently employed to determine smooth regions in finite difference schemes (see, for example, [6], [9], and [12]). This beneficial relationship provides an explicit formula for the coefficients \( c_j(x) \) without solving the linear system (3.3). Denoting \( \mathcal{S}_x =: \{x_1, \ldots, x_{m_1}\} \) with \( m_1 = m + 1 \), recall the definition of the \( m_1 \)th degree Newton divided difference for a smooth function \( f(x) \) on \( \mathcal{S}_x \):

\[
(3.8) \quad f[\mathcal{S}_x] := f[x_1, x_2, \ldots, x_{m_1}] = \frac{f[x_1, x_2, \ldots, x_{m_1-1}] - f[x_2, x_3, \ldots, x_{m_1}]}{x_1 - x_{m_1}} = \sum_{j=1}^{m_1} \frac{f(x_j)}{\omega_j(\mathcal{S}_x)} = \frac{f^{(m)}(\xi)}{m!},
\]

where \( \xi \in (x_1, x_{m_1}) \) and

\[
(3.9) \quad \omega_j(\mathcal{S}_x) := \prod_{i \neq j} (x_j - x_i).
\]

**Theorem 3.2.** Under the same conditions and notation as Theorem 3.1, the coefficients \( c_j(x) \) can be directly solved as

\[
(3.10) \quad c_j(x) = \frac{m!}{\omega_j(\mathcal{S}_x)}, \quad j = 1, \ldots, m_1,
\]

with \( \omega_j(\mathcal{S}_x) \) in (3.9). Furthermore, the \( L_m f(x) \) in (3.6) can be expressed as

\[
L_m f(x) = \frac{m!}{q_m(x)} f[\mathcal{S}_x].
\]
By (3.8), it is possible to conclude that

\[(3.11)\]

\[p_i^{(m)}(x) = m!\delta_{i,m_1} \quad \text{for all } x \in \mathbb{R}.\]

By (3.8), it is possible to conclude that \(p_i[S_x] = \delta_{i,m_1}\), yielding \(m!p_i[S_x] = p_i^{(m)}(x)\), \(i = 1, \ldots, m_1\). Hence by (3.8) we have

\[\sum_{j=1}^{m_1} \frac{p_i(x_j)}{\omega_j(S_x)} = p_i^{(m)}(x), \quad i = 1, \ldots, m_1,\]

indicating that the coefficients \(c_j(x)\) can also be formulated by (3.10).

Given the direct representation (3.10) of the coefficients \(c_j(x)\) as the solution of the linear system (3.3), the edge detection method (3.6) can be expressed as

\[L_m f(x) = \frac{1}{q_m(x)} \sum_{x_j \in S_x} c_j(x)f(x_j),\]

\[= \frac{m!}{q_m(x)} \sum_{x_j \in S_x} \frac{f(x_j)}{\omega_j(S_x)} = \frac{m!}{q_m(x)} f[S_x],\]

finishing the proof. \(\square\)

Remark 3.1. Let \(x \in (a, b)\) be fixed and let \(I^+_x\) be the smallest closed interval such that \(S^+_x \subset I^+_x\). Choosing \(f = \chi_{I^+_x}\) with \(\chi_{I^+_x}\) the characteristic function on \(I^+_x\), Theorem 3.2 implies that the normalization factor \(q_m(x)\) in (3.5) can be written as

\[q_m(x) = \sum_{x_j \in S^+_x} c_j(x)\]

\[= \sum_{x_j \in S_x} c_j(x)\chi_{I^+_x}(x_j) = m!\chi_{I^+_x}[S_x].\]

Thus, the assumption \(q_m(x) \neq 0\) is reasonable.

Remark 3.2. As discussed above, for any given data \((S, f|S)\), the evaluation of \(L_m f(x)\) involves only finite local data \((S_x, f|S_x)\) around \(x\). Accordingly, if \(S\) is a set of irregular points, the coefficients \(c_j(x)\) may vary depending on the location \(x\). However, if the given set \(S\) is uniform, say,

\[(3.12)\]

\[S := \{a + nh \mid n = 0, \ldots, N\}, \quad h = \frac{b - a}{N} > 0,\]

then there exists only one set of coefficients \(c_j(x) = c_j, j = 1, \ldots, m_1\), which are independent of the position \(x\) inside \([a, b]\) (but away from the boundary). Specifically, (3.10) can be directly applied to obtain the coefficients

\[c_j = \frac{m!}{\omega_j(S_x)} = \frac{m!}{h \prod_{i=1,i \neq j}^{m_1} (j - i)}, \quad j = 1, \ldots, m_1,\]

which in turn yields the normalization factor \(q_m = q_m(x)\) in (3.5). Hence \(\frac{c_j}{q_m}\) in (3.6) is bounded and independent of both \(h\) and \(x\), and consequently the numerical computation of (3.6) is further simplified, while keeping the same convergence properties in Theorem 3.1.
To demonstrate the efficacy of the edge detection method $L_m f(x)$, let us consider the following example.

**Example 3.1.**

\[ f(x) := \begin{cases} 
\cos(3\pi x), & -1 \leq x < 0, \\
\frac{2}{1+3e^{-50x}} - 1, & 0 < x \leq 1. 
\end{cases} \tag{3.13} \]

The function $f(x)$ has an edge at $x = 0$ and the corresponding jump function

\[ [f](x) = \begin{cases} 
-2 & \text{if } x = 0, \\
0 & \text{else}. 
\end{cases} \tag{3.14} \]

We wish to approximate $[f](x)$, based on the scattered grid point values generated randomly by MATLAB and depicted in Figure 3.1(b). Figure 3.2 demonstrates the application of $L_m f(x)$ for $m = 1, 3, 4, \text{and } 6$.

Observe in Figure 3.2 that the application of (3.6) encounters some problems in the approximation of jump functions. Specifically, as $m$ increases, oscillations that occur in the neighborhood of a jump discontinuity can be misidentified as true edges. On the other hand, for smaller $m$, there is a risk of identifying a steep gradient as an edge, especially in regions where the scattered grid points are far apart. We wish to avoid the possibility of misidentification due either to the low resolution problems associated with the low order edge detection or to the oscillations inherent in the high order case. Presented in the following section is the minmod edge detection method that helps to prevent the edge detection method (3.6) from misidentifying edges.

**3.2. Minmod edge detection in one dimension.** It was observed in [13] that the minmod function, typically used in numerical conservation laws to reduce oscillations (see, e.g., [7]), could also be applied to distinguish true jump discontinuities from neighborhood oscillations. In what follows we describe the oscillating behavior near the jump discontinuities that results from using our local edge detector (3.6). Thus motivated, we extend the use of the minmod function and incorporate various orders of $m$ for nonuniform grids. Moreover, we provide the proof of its convergence rate to zero away from the discontinuities. We will refer to this technique as the minmod edge detection method.
Fig. 3.2. The edge detection method $L_m f(x)$ given by (3.6) for (a) $m = 1$, (b) $m = 3$, (c) $m = 4$, and (d) $m = 6$.

The next theorem describes the behavior of the edge detection method (3.6) in the neighborhoods of discontinuities and motivates the need for further refinement by the minmod function.

**Theorem 3.3.** Let $m \in \mathbb{N}$ and $L_m f(x)$ be defined as in (3.6) using $S_x$ with $\# S_x = m_1$, and let

$$Q_m(\xi, x) := \sum_{x_j \in S_x^+} c_j(x)$$

with $S_x^+ := \{ x_j \in S_x | x_j \geq \xi \}$ as given in (3.4). Then

$$L_m f(x) = \begin{cases} 
\frac{Q_m(\xi, x) (f)(\xi)}{q_m(x)} + O(h(x)) & \text{if } I_x \cap \xi \neq \emptyset \text{ for } \xi \in J, \\
O(h_{\min(m, k)}(x)) & \text{if } f \in C^k(I_x) \text{ for } k > 0.
\end{cases}$$

Here, $I_x$ is the smallest closed interval such that the local set $S_x \subset I_x$.

**Proof.** Assume first that $I_x \cap J = \emptyset$ and therefore $f \in C^k(I_x)$ for some $k > 0$. It is therefore possible to conclude by Theorem 3.1 that $L_m f(x) = O(h_{\min(m, k)}(x))$. 


Next, let us consider the case that \( I_x \cap J \neq \emptyset \). Without loss of generality, assume that \( \xi \) is the only discontinuity of \( f \) in a neighborhood \( I_x \). Invoking the notation \( S^+_\xi \) and \( S^-_\xi \) in (3.4), we see that

\[
L_m f(x) = \frac{1}{q_m(x)} \sum_{x_j \in S^+_\xi} c_j(x) f(x_j) + \frac{1}{q_m(x)} \sum_{x_j \in S^-_\xi} c_j(x) f(x_j)
\]

\[
= \frac{1}{q_m(x)} \sum_{x_j \in S^+_\xi} c_j(x) \left[ f(\xi^+) + (x_j - \xi) f'(\xi_j) \right] + \frac{1}{q_m(x)} \sum_{x_j \in S^-_\xi} c_j(x) \left[ f(\xi^-) + (x_j - \xi) f'(\xi_j) \right]
\]

with \( \xi_j \) between \( x_j \) and \( \xi \). Here, from the condition \( \sum_{x_j \in S_x} c_j(x) = 0 \) in (3.3), it is clear that

\[
Q_m(\xi, x) := \sum_{x_j \in S^+_\xi} c_j(x) = - \sum_{x_j \in S^-_\xi} c_j(x).
\]

Hence

\[
L_m f(x) = \frac{Q_m(\xi, x)}{q_m(x)} (f(\xi^+) - f(\xi^-)) + O(h(x)),
\]

which completes the proof. \( \square \)

The behavior characterized in Theorem 3.3 is visible in Figure 3.2 as \( m \) increases in (3.6). Specifically, the edge detection method approximates the jump function with high order outside the neighborhoods of the discontinuities. Unfortunately, inside the neighborhoods of the discontinuities the edge detection method oscillates according to the fraction \( \frac{Q_m(\xi, x)}{q_m(x)} \). [f](\xi).

The \textit{minmod} edge detection method, as defined below, uses the \textit{minmod} function to exploit the characteristics of the edge detection method of various orders both inside and outside the neighborhoods of the discontinuities to ensure the highest order of convergence possible away from the discontinuity, as well as to reduce the oscillations inside the neighborhoods of discontinuities.

**Definition 3.1.** For a given finite set \( \mathcal{M} \subset \mathbb{N} \) of positive integers, consider the set \( L_{\mathcal{M}} f = \{ L_m f : \mathbb{R} \rightarrow \mathbb{R} \mid m \in \mathcal{M} \} \). The \textit{minmod} function is defined by

\[
(3.16) \quad {\text{MM}} \left( L_{\mathcal{M}} f(x) \right) = \begin{cases} 
\min_{m \in \mathcal{M}} L_m f(x) & \text{if } L_m f(x) > 0 \text{ for all } m \in \mathcal{M}, \\
\max_{m \in \mathcal{M}} L_m f(x) & \text{if } L_m f(x) < 0 \text{ for all } m \in \mathcal{M}, \\
0 & \text{otherwise}.
\end{cases}
\]

Theorem 3.4 characterizes the convergence of the \textit{minmod} function applied to the set of edge detectors \( L_m f \) of various order \( m \) and demonstrates its ability to distinguish jump discontinuities from neighborhood oscillations.

**Theorem 3.4.** If \( \mathcal{M} = \{1, 2, \ldots, \mu\} \), we have

\[
{\text{MM}} \left( L_{\mathcal{M}} f(x) \right) = \begin{cases} 
[f](\xi) + O(h(x)) & \text{if } x_{j-1} \leq \xi, x \leq x_j, \\
O(h_{\min(\mathcal{M}, k)}(x)) & \text{if } f \in C^k(I_x),
\end{cases}
\]
where $I_x$ is the smallest closed interval such that $S_x \subset I_x$ with $\#S_x \leq (\mathcal{M}_x + 1)$, and $\mathcal{M}_x$ is defined by

\begin{equation}
\mathcal{M}_x := \max \{ m \in \mathcal{M} \mid \#S_x = m, I_x \cap J = \emptyset \}.
\end{equation}

**Proof.** For $x \in [a, b]$, assume without loss of generality that $x_{j-1} \leq x \leq x_j$ for some $x_{j-1}, x_j \in S$. If there exists $\xi \in J$ such that $x_{j-1} \leq \xi \leq x_j$, then by Theorem 3.1 we have

\[ L_m f(x) = [f](\xi) + O(h(x)) \]

for any $m \in \mathcal{M}$. Therefore, it is possible to conclude that

\[ MM(L_M f(x)) = [f](\xi) + O(h(x)). \]

If $J \cap [x_{j-1}, x_j] = \emptyset$, then by definition we have $\mathcal{M}_x \geq 1$. Also from the definition of $\mathcal{M}_x$, for any $m \in \mathcal{M}$ such that $m \leq \mathcal{M}_x$ and $\#S_x = m_1$ we have $I_x \cap J = \emptyset$. Therefore, Theorem 3.1 implies that $L_m f(x) = O(h(\min(m, k))(x))$, yielding

\[ MM(L_M f(x)) = O(h(\min(\mathcal{M}_x, k))(x)) \]

to complete the proof. \[ \square \]

By including $1 \in \mathcal{M}$ in Theorem 3.4, first order convergence is ensured at edges, even in the case where edges are in neighboring centers. Large values are also included in the set $\mathcal{M}$ so that there will be a high order of convergence away from the discontinuity.

The minmod edge detection method relaxes the assumption for edge resolution in Theorem 3.1, specifically that edge detection is possible only if a maximum of one edge is contained in each local set, or equivalently

\begin{equation}
\#([x_j, x_{j+m_1}] \cap J) \leq 1 \quad \text{for } j = 1, \ldots, N - m_1,
\end{equation}

where $J$ is the set of discontinuities of $f$ on $[a, b]$. In this case, only a certain density of edges can be resolved, i.e., only one discontinuity can be resolved for each $m_1$ points. Furthermore, the order of the method is restricted to the “closeness” of the edges in terms of their grid point location. Theorem 3.4 relaxes this assumption so that edge resolution is possible if $J$, the set of discontinuities of $f$ on $[a, b]$, satisfies

\begin{equation}
\#([x_j, x_{j+1}] \cap J) \leq 1 \quad \text{for } j = 1, \ldots, N - 1,
\end{equation}

i.e., the edges can occur at neighboring grid point values. If this requirement is not satisfied, the problem is clearly underresolved.

The superior convergence properties of the minmod edge detection method for Example 3.1 with $\mathcal{M} = \{1, 2, \ldots, 6\}$ are evident in Figure 3.3. Of particular interest is the ability of the minmod edge detection method to resolve the local jump function even when the first order approximation, as displayed in Figure 3.2(a), detects edges in smooth regions that are artifacts of the variability of the function and sparse sampling. Residual small oscillations that are still evident can be removed by a thresholding process.

The algorithm in Appendix A details the one-dimensional edge detection computation of Examples 3.1, where the particular choice of local sets, reconstruction grid points, and basis functions are specified.
4. Edge detection in two dimensions.

4.1. Formulation. Throughout section 4, let \( f \) be a piecewise smooth function on a domain \( \Omega \subset \mathbb{R}^2 \) known only on the set of discrete nodes

\[
S \subset \Omega, \quad \#S =: N < \infty.
\]

Though \( d \) indicates an arbitrary dimension, here we consider only the bivariate case. The higher-dimensional case can be similarly constructed with more complicated numerical algorithms.

In two dimensions a jump discontinuity at \( x = \xi \) is identified by its enclosed points (i.e., triangular points) and is characterized by the convergence property away from the discontinuities. Specifically, the enclosed points can be defined by the Delaunay triangulation for \( S \) that consists of the set of lines connecting each point to its natural neighbors [10]. These sets of lines form elementary triangles whose vertices consist of points in \( S \). A triangle is considered elementary if every combination of vertex pairs are natural neighbors. Let the number of elementary triangles of the set \( S \) be defined as \( N_T \). We denote the set of vertices of all elementary triangles in the Delaunay triangulation of \( S \) as

\[
T_S = \left\{ T_j \mid T_j := \{x_1^j, x_2^j, x_3^j\} \subset S \text{ for } j = 1, \ldots, N_T \right\},
\]

where \( T_j \) is the set of vertices for an elementary triangle.

Since discontinuities are identified at specific points by their enclosed cells, the local sets \( S_x \) are chosen to include points that characterize these cells. For arbitrary \( x \in \Omega \), we can assume without loss of generality that \( x \in K_{T_j} \subset \Omega \). Recall that \( K_{T_j} \) is the convex hull of the set of vertices \( T_j \subset T_S \). Therefore the local set \( S_x \) for arbitrary \( x \in \Omega \) can now be defined specifically to include the set that characterizes its enclosed points as

\[
S_x := T_j \cup S_{T_j},
\]

where \( T_j \in T_S \), \( x \in K_{T_j} \), and \( S_{T_j} \) is the set of the \( m_2 - 3 \) closest points to \( x \) in the set \( S \setminus T_j \). To illustrate how \( S_x \) is chosen, Figure 4.1 depicts a region of the Delaunay
Fig. 4.1. A region of the Delaunay triangulation of 256 randomly sampled points on \([-1, 1] \times [-1, 1]\). (The region is enlarged for visibility purposes.) (a) The elementary triangle \(T_j\) that satisfies \(x \in K_{T_j}\), represented by circles. (b) Pictorial representation of the local set \(S_x := T_j \cup S_{T_j}\), where \(#S_x = 10\).
Since \( c_j(x) = O(h(x)^{-m}) \), it is possible to bound \( L_m f \) uniformly by defining
\begin{equation}
q_m(x) = q_{m,2}(x) := \sum_{x_j \in P_x} c_j(x),
\end{equation}
where \( P_x \) can be a suitable subset of \( S_x \) such that \( q_m(x) \neq 0 \). This will be discussed later following Definition 4.1, where we will see that the versatility of \( P_x \) can be utilized to provide a good approximation to the jump magnitudes in the normal directions of the edges in the multivariate case.

Theorem 4.1 establishes the convergence rate of \( L_m f(x) \), defined in (4.4), away from the discontinuities of \( f \).

**Theorem 4.1.** Suppose \( f \) is a piecewise smooth function on a domain \( \Omega \) in \( \mathbb{R}^2 \) known only on discrete nodes \( S \). Let \( J \) denote the set of jump discontinuities of \( f \) in \( \Omega \), and let \( L_m f \) be defined as in (4.4) with \( m \in \mathbb{N} \). Then if \( f \in C^k(K_{S_x}) \) for some \( k > 0 \), we have
\[ L_m f(x) = O(h^\min(k,m)(x)). \]

**Proof.** The technique of proving Theorem 3.1 is adapted in a straightforward fashion to prove this theorem. Assuming that \( f \in C^k(K_{S_x}) \) for some \( k > 0 \), we define \( k_m := \min(k,m) \) and then separate \( f \) into two parts:
\[ f = T_{k_m-1} f + R_{k_m-1} f, \]
where \( T_{k_m-1} f \) is the Taylor polynomial of \( f \) of degree \((k_m - 1)\) around \( x \), namely,
\begin{equation}
T_{k_m-1} f(y) = \sum_{|\alpha| \leq k_m-1} (y-x)^\alpha D(\alpha) f(x)/\alpha!,
\end{equation}
and \( R_{k_m-1} f \) is its remainder. Then from the definition of \( c_j(x) \) in (4.5) we see that
\[ \sum_{x_j \in S_x} c_j(x) T_{k_m-1}(x_j) = 0, \]
leading to the relation
\[ L_m f(x) = \frac{1}{q_m(x)} \sum_{x_j \in S_x} c_j(x) R_{k_m-1} f(x_j) \]
\[ = \frac{1}{q_m(x)} \sum_{x_j \in S_x} c_j(x) \sum_{|\alpha| = k_m} (x_j - x)^\alpha D(\alpha) f(\zeta_j)/\alpha! \]
for some \( \zeta_j \) between \( x_j \) and \( x \). Since \( c_j(x) \) and \( q_m(x) \) are both \( O(h(x)^{-m}) \), we obtain the relation \( L_m f(x) = O(h^{k_m}(x)) \), which completes the proof. \( \square \)

**Remark 4.1.** As in the univariate case, if the data are given on a uniform grid \( S \), we can find a unique set of coefficients \( c_j(x) = c_j, \ j = 1, \ldots, m_2 \), with \( m_2 \) given in (2.1), and apply it to construct \( L_m f(x) \), regardless of the position \( x \) (away from the boundary of \( \Omega \)) and the density \( h(x) \) of points. Let \( U \) be a set of integers around the origin with \#\( U = m_2 \), and assume that for any \( x \), the shape of the stencil of \( S_x \) is the same as \( U \); i.e., there exists \( \nu(x) \in h\mathbb{Z}^2 \cap \Omega \) such that
\begin{equation}
S_x = \nu(x) + hU, \quad h > 0.
\end{equation}
Solving the linear system

\[
(4.9) \quad \sum_{j \in \mathcal{U}} c_j \frac{j^\alpha}{\alpha!} = \delta_{m_2,)|\alpha|_1}, \quad \alpha \in \mathbb{Z}_+, \quad |\alpha|_1 \leq m_2,
\]

we define \( L_m f \) as follows:

\[
(4.10) \quad L_m f(x) = \frac{1}{q_m} \sum_{j \in \mathcal{U}} c_j f(\nu(x) + jh),
\]

where \( q_m \) is also independent of \( x \). Note that \( c_j \) and \( q_m \) are bounded by a constant, while if \( S_x \) is a scattered data set, they are \( O(h^{-m}(x)) \). A straightforward application of the proof in Theorem 4.1 shows that for the uniform case with \( h = h(x) \), we have

\[
L_m f(x) = O(h^{\min(k,m)}).
\]

### 4.2. Minmod edge detection in two dimensions

As in the one-dimensional case, the utilization of the minmod edge detection method increases the area of convergence away from the discontinuities of \( f \). Theorem 4.1 establishes that for a certain order \( m \), the edge detection method \( L_m f(x) \) defined in (4.4) converges to zero away from the discontinuities if \( K_{S_x} \cap J = \emptyset \). Here \( J \) denotes the set of jump discontinuities of \( f \) in \( \Omega \). Theorem 4.2 demonstrates that the minmod edge detection method converges to zero away from the discontinuities if \( K_{T_j} \cap J = \emptyset \), where \( T_j \in T_S \) is defined in (4.1). Clearly this is an improvement since \( K_{T_j} \subset K_{S_x} \).

**Theorem 4.2.** If \( x \in K_{T_j} \) and \( K_{T_j} \cap J = \emptyset \) for some \( T_j \in T_S \) (4.1), then the minmod edge detection method (3.16) for the set \( \mathcal{M} = \{1, 2, \ldots, \mu \} \) has the property

\[
MM(L_{\mathcal{M}} f(x)) = O(h^{\min(M,x,k)}(x)),
\]

where \( M_x \) is defined as

\[
(4.11) \quad M_x := \max \{ m \in \mathcal{M} : K_{S_x} \cap J = \emptyset, \ #S_x = m_2 \},
\]

and \( f \in C^k(K_{S_x}) \) for some \( k > 0 \) with \( \#S_x \leq (M_x + 2) \).

**Proof.** Assume that \( x \in K_{T_j} \) and \( K_{T_j} \cap J = \emptyset \) for some \( T_j \in T_S \). Since \( K_{T_j} \cap J = \emptyset \) we have \( M_x \geq 1 \). Then for any \( m \in \mathcal{M} \) such that \( m \leq M_x \), the corresponding local set \( S_x \) such that \( \#S_x = m_2 \) will satisfy \( S_x \cap J = \emptyset \). Theorem 4.1 then gives \( L_m f(x) = O(h^{\min(M_x,k)}(x)) \). Therefore

\[
MM(L_{\mathcal{M}} f(x)) = O(h^{\min(M_x,k)}(x)),
\]

which finishes the proof.

As in the case of one dimension, the choice of \( \mathcal{M} \) in Theorem 4.2, an arbitrary set of positive integers, is purposeful. By including \( 1 \in \mathcal{M} \), first order convergence is ensured at the neighboring cells of discontinuities. Large values are also included in the set \( \mathcal{M} \) so that there will be a high order of convergence away from the discontinuities.

Recall that for any particular point \( x \in \Omega \), the normalization factor \( q_m(x) \) in (4.6) is defined for a subset \( P_x \subset S_x \) such that \( q_m(x) \neq 0 \). Theorem 4.3 demonstrates that for a particular \( P_x \) the minmod edge detection method will provide a good approximation to the jump magnitudes in the normal directions of the edges. To accomplish this approximation, we provide the following definition.
\textbf{Definition 4.1.} For an arbitrary point \(x \in \Omega\) of a piecewise smooth function \(f\), define the subset \(P_x\) of the local set \(S_x \subset \mathcal{S}\) as

\begin{equation}
\mathcal{P}_x = \arg \max_P \{ \# \mathcal{P} | \mathcal{P} \subset S_x, \text{ and } f \in C^k(K_{\mathcal{P}}) \text{ for some } k > 0 \}. \tag{4.12}
\end{equation}

Therefore \(\mathcal{P}_x\) is the largest subset of the local set \(S_x\) such that \(f \in C^k(K_{\mathcal{P}_x})\) for some \(k > 0\). (A technique for approximating this particular \(\mathcal{P}_x\) is provided in Appendix B.)

As in the one-dimensional case, \(q_m(x)\) can be considered as a generalized version of divided difference for the characteristic function \(\chi_{P_x}\) on \(S_x\) (see the “Remark” following Theorem 3.2). Hence, the condition \(q_m(x) \neq 0\) is reasonable. Further, it is assumed without loss of generality in the following analysis that for a small enough local set, if \(\mathcal{P}_x \neq S_x\), then \(f \in C^k(K_{\mathcal{P}_x \cap S_x})\) for some \(k > 0\). Here \(P_x^c\) indicates the complement of the set \(\mathcal{P}_x\). This assumption is similar to the one-dimensional case, where it is assumed that each local set contains at most one discontinuity. If this assumption is not true, the problem is clearly underresolved.

Theorem 4.3 characterizes the \textit{minmod} edge detection method for the two-dimensional edge detection function \([L_m f]\) in (4.4). In this case, we use the absolute value of (4.4) since the jump amplitude may vary depending on paths through a given discontinuity.

\textbf{Theorem 4.3.} For each \(m \in \mathbb{N}\), define \(L_m f\) as in (4.4) with \(q_m(x)\) given in (4.6). If \(x \in K_{T_j}\) for some \(T_j \in \mathcal{T_S}\), then the \textit{minmod} edge detection method (3.16) for the set \(M = \{1, 2, \ldots, m\}\) has the property

\begin{equation}
\text{MM}(L_M f(x)) = \left\{ \begin{array}{ll}
[F](x) + O(h(x)) & \text{if } K_{T_j} \cap J \neq \emptyset, \\
O(h_{\text{min}(\mathcal{M}_x, k)}(x)) & \text{if } K_{T_j} \cap J = \emptyset,
\end{array} \right.
\end{equation}

where \(\mathcal{M}_x\) is defined in (4.11), \(f \in C^k(K_{S_x})\) for some \(k > 0\) with \(#S_x \leq (M_x + 2)^2\), and

\begin{equation}
[F](x) := \max \{|f(u) - f(v)| : u \in K_{P_x} \cap K_{T_j}, v \in K_{P_x^c \cap S_x} \cap K_{T_j}\}. \tag{4.13}
\end{equation}

\textit{Proof.} For any given integer \(m \in \mathcal{M}\), choose the local set \(S_x\) such that \(#S_x = m\)2. Assume first \(K_{T_j} \cap J \neq \emptyset\). Then clearly \(P_x, P_x^c \cap S_x \neq \emptyset\). Now, for some \(\beta_j, \gamma_j \in (0, 1)\), we have

\begin{align*}
|L_m f(x)| &= \left| \frac{1}{q_m(x)} \sum_{x_j \in P_x} c_j(x) f(x_j) + \frac{1}{q_m(x)} \sum_{x_j \in P_x^c \cap S_x} c_j(x) f(x_j) \right| \\
&= \left| \frac{1}{q_m(x)} \sum_{x_j \in P_x} c_j(x) \left[ f(u) + \sum_{|\alpha|_1=1} (x_j - u)^{\alpha} D^{\alpha} f(u + \beta_j (x_j - u)) \right] \\
&\quad + \frac{1}{q_m(x)} \sum_{x_j \in P_x^c \cap S_x} c_j(x) \left[ f(v) + \sum_{|\alpha|_1=1} (x_j - v)^{\alpha} D^{\alpha} f(v + \gamma_j (x_j - u)) \right] \right|
\end{align*}

for any \(u \in K_{P_x} \cap K_{T_j}\) and \(v \in K_{P_x^c \cap S_x} \cap K_{T_j}\). From the condition \(\sum_{j \in S_x} c_j(x) = 0\), we see from (4.6) that

\[ q_m(x) = \sum_{x_j \in P_x} c_j(x) = - \sum_{x_j \in P_x^c \cap S_x} c_j(x), \]

and therefore

\[ |L_m f(x)| = |f(u) - f(v)| + O(h(x)). \]
Since $u$ and $v$ are arbitrary points in the sets $K_{P_x} \cap K_{T_x}$ and $K_{P_y} \cap K_{T_y}$, respectively, we obtain that $|L_m f(x)| = |F|(x) + O(h(x))$, where $|F|(x)$ is defined in (4.13), yielding

$$MM\left(|L_m f(x)|\right) = |F|(x) + O(h(x)).$$

Next, assume that $K_{T_j} \cap J = \emptyset$. By definition, $M_x \geq 1$. Then for any $m \in M$ such that $m \leq M_x$, the corresponding local set $S_x$ such that $\#S_x = m$ will satisfy $S_x \cap J = \emptyset$. Theorem 4.1 then gives $L_m f(x) = O(h^{\min(m,k)}(x))$. Clearly it can be concluded that

$$MM\left(|L_M f(x)|\right) = O(h^{\min(M_x,k)}(x)),$$

which finishes the proof.

To demonstrate the efficacy of the minmod edge detection method in two dimensions we consider the following example.

**Example 4.1.**

$$f_1(x) := f_1(u,v) := \begin{cases} 
    uv + \cos(2\pi u^2) - \sin(2\pi u^2) & \text{if } u^2 + v^2 \leq \frac{1}{4}, \\
    10u - 5 + uv + \cos(2\pi u^2) - \sin(2\pi u^2) & \text{if } u^2 + v^2 > \frac{1}{4}
\end{cases}$$

for $-1 \leq u, v \leq 1$.

Note that the edges comprise the circle $u^2 + v^2 = \frac{1}{4}$ with the exception of $u = \frac{1}{2}$, where the function is smooth. Figure 4.2(a) shows $f_1(x)$ sampled on a MATLAB randomly generated data set $S$ with $\#S = 128^2$. Figure 4.2(b) displays the results of applying the minmod edge detection method to $L_m f_1$ with $m \in M = \{1, 2, 3, 4\}$. Of particular interest is the ability of the minmod edge detection method to resolve the positions and magnitudes in the normal direction of the edges even in areas of sparse sampling and steep gradients.

Let us now turn our attention to a practical example often used as a benchmark test for edge detection in magnetic resonance imaging (MRI).
Example 4.2. The so-called Shepp–Logan phantom, $f_2(x)$, defined in Appendix C.

Note that the edges of the Shepp–Logan phantom comprise various ellipses of different sizes and orientations, some of which overlap. Figure 4.3(a) shows the Shepp–Logan phantom (denoted as $f_2(x)$), sampled on a MATLAB randomly generated data set $S$ with $\#S = 128^2$. Figure 4.3(b) displays the results of applying the minmod edge detection method on $L_m f_2(x)$ with $m \in M = \{1, 2, 3, 4\}$. Of particular interest is the ability of the minmod edge detection method to resolve edges that reside in neighboring centers.

The algorithm in Appendix B details the two-dimensional edge detection computation for Examples 4.1 and 4.2, where the particular choice of local sets, reconstruction points, and basis functions are specified. Although no formal computational cost studies were conducted, our experiments indicate that the two-dimensional algorithm experiences minimal increase in computational effort.

5. Concluding remarks. In this paper we have introduced an edge detection method (2.5) based on a local polynomial annihilation property on a set of irregularly distributed points in a bounded domain $\Omega \subset \mathbb{R}^d$. The method successfully captures discontinuities that are identified by their enclosed cells by characterizing the convergence away from the discontinuities. Although the convergence of the edge detection method can be of high order away from discontinuities, there are problematic oscillations in the neighborhoods of discontinuities. The minmod function (3.6) for one-dimensional global edge detection methods enables the distinction of jump discontinuities from neighborhood oscillations by the effective use of the information intrinsic to the edge detection approximation. The resulting minmod edge detection method ensures the highest rate of convergence up to the enclosed points of discontinuities.

The edge detection method described in our study is local, numerically cost efficient, and entirely independent of any specific shape or complexity of boundaries. Furthermore, it demonstrates the ability to detect edges of piecewise smooth functions with steep gradients as well as in low resolution environments with sparse, nonuniform
sampling. For uniformly distributed points, the cost of computation is significantly reduced since the coefficients in the edge detection method are constant for every type of local stencil.

This study is concerned with the detection of jump discontinuities. Our future work will focus on integrating this method to real signals and images in various scientific disciplines, where noise, poor resolution, and numerical efficiency all become critical issues. We also are currently generalizing our method to determine jump discontinuities in the derivatives, critical for resolving texture in images.

Appendix A. One-dimensional edge detection algorithm. For any $x \in [a, b]$, let $S_x$ be the closest $m_1 = m + 1$ points to $x$ in $S$. As a basis of $\Pi_m$, choose $p_i(x) = x^{i-1}$ for $i = 1, \ldots, m_1$. The minmod function for $M = \{1, 2, \ldots, \mu\}$ will be reconstructed on the points $x_1 \leq \ldots \leq x_{\mu}$.

for $m = 1$ to $\mu$ and $j = 1$ to $N - 1$

step 1. For each $x_{j+\frac{1}{2}}$, define $S_{x_{j+\frac{1}{2}}} = \{x_n | x_n > x_{j+\frac{1}{2}}\}$ and set $r = \#S_{x_{j+\frac{1}{2}}}^+$.

step 2. Calculate the coefficients

$$c_i(x_{j+\frac{1}{2}}) = \frac{m!}{\omega_i(S_{x_{j+\frac{1}{2}}})}, \quad i = 1, \ldots, m_1,$$

where $\omega_i(S_{x_{j+\frac{1}{2}}})$ is defined as in (3.9).

step 3. Calculate the normalization factor

$$q_m(x_{j+\frac{1}{2}}) = \sum_{i=m_1-r+1}^{m_1} c_i(x_{j+\frac{1}{2}}).$$

step 4. Compute the jump function

$$L_m f(x_{j+\frac{1}{2}}) = \frac{1}{q_m(x_{j+\frac{1}{2}})} \sum_{i=1}^{m_1} c_i(x_{j+\frac{1}{2}}) f(x_{i+j+r-m_1}).$$

end $(m, j)$

step 5. Apply minmod edge detection method $MM(L_m f(x_{j+\frac{1}{2}}))$.

Appendix B. Two-dimensional edge detection algorithm. Let $S := \{x_j := (u_j, v_j) | j = 1, \ldots, N\} \subset \Omega$ and choose $p_\alpha(x) = u^{\alpha_1} v^{\alpha_2}$ for $x = (u, v)$ and $\alpha = (\alpha_1, \alpha_2) \in \mathbb{Z}_+^2$ such that $|\alpha_1| \leq m$ as a basis of $\Pi_m$. The minmod function for $M = \{1, 2, \ldots, \mu\}$ will be reconstructed on the set

(B.1) $D_{T_S} = \{\bar{x}_j \mid \bar{x}_j = \sum_{i=1}^{3} x_i^j \frac{x_i}{3}, \text{ where } T_j = \{x^j_1, x^j_2, x^j_3\} \in T_S \text{ for } j = 1, \ldots, N_T\}$.

for $m = 1$ to $\mu$ and $j = 1$ to $N_T$

step 1. For $\bar{x}_j$ in (B.1), determine $S_{\bar{x}_j}$ as in (4.2) with $\#S_{\bar{x}_j} = m_2 = \frac{(m+2)^2}{2}$.

Set $S_{\bar{x}_j} = \{x_1, \ldots, x_{m_2}\}$ such that $f(x_1) \leq f(x_2) \leq \cdots \leq f(x_{m_2})$.

step 2. Solve the linear system

$$\sum_{x_i \in S_{\bar{x}_j}} c_i(\bar{x}_j)p_\alpha(x_i) = \begin{cases} 0 & \text{if } \alpha_1 + \alpha_2 < m, \\ \alpha_1!\alpha_2! & \text{if } \alpha_1 + \alpha_2 = m \end{cases}$$

for $\alpha_1, \alpha_2 = 0, \ldots, m$, such that $\alpha_1 + \alpha_2 \leq m$. 


**step 3.** Calculate $q_m(\bar{x}_j)$ as in (4.6). Here the subset $P_x$ (4.12) of $S_{x_j}$ is computed as

$$P_x = \{x_1, \ldots, x_r\},$$

where

$$|f(x_{r+1}) - f(x_r)| = \max_{i=1, \ldots, n-1} |f(x_{i+1}) - f(x_i)|.$$

If such $r$ is not unique, choose the smallest one.

**step 4.** Calculate $L_m f(\bar{x}_j) = \frac{1}{q_m(\bar{x}_j)} \sum_{x_i \in S_{x_j}} c_i(\bar{x}_j) f(x_i)$.

**end (m, j)**

**step 5.** Apply minmod edge detection method $MM(L_m f(\bar{x}_j))$.

**Appendix C. Shepp–Logan phantom algorithm.** The Shepp–Logan phantom is a piecewise smooth function on the domain $\Omega = [-1, 1] \times [-1, 1]$ in $\mathbb{R}^2$. For any arbitrary point $(u, v) \in \Omega$ the value of the Shepp–Logan phantom $z = f(u, v)$ is calculated as follows:

for each point $(u, v)$

let $z = 0$, $\xi_1 = (u - .22) \cos(.4\pi) + v \sin(.4\pi)$, $\eta_1 = -(u - .22) \sin(.4\pi) + v \cos(.4\pi)$, $\xi_2 = (u + .22) \cos(.6\pi) + v \sin(.6\pi)$, and $\eta_2 = -(u + .22) \sin(.6\pi) + v \cos(.6\pi)$.

if $\left(\frac{u}{.0624}\right)^2 + \left(\frac{v}{.605}\right)^2 \leq 1$

then $z = 2$

if $\left(\frac{u}{.0624}\right)^2 + \left(\frac{v}{.184}\right)^2 \leq 1$

then $z = z - .98$

if $\left(\frac{\xi_1}{.64}\right)^2 + \left(\frac{\eta_1}{.16}\right)^2 \leq 1$ or $\left(\frac{\xi_2}{.64}\right)^2 + \left(\frac{\eta_2}{.16}\right)^2 \leq 1$

then $z = z - .02$

if $\left(\frac{u}{.35}\right)^2 + \left(\frac{v}{.7}\right)^2 \leq 1$, or $\left(\frac{u}{.24}\right)^2 + \left(\frac{v-.35}{.24}\right)^2 \leq 1$, or $\left(\frac{u-.1}{.04}\right)^2 \leq 1$, or $\left(\frac{u+.1}{.04}\right)^2 \leq 1$, or $\left(\frac{u+.08}{.023}\right)^2 \leq 1$, or $\left(\frac{u+.08}{.023}\right)^2 \leq 1$, or $\left(\frac{u-.06}{.023}\right)^2 \leq 1$, or $\left(\frac{u+.06}{.023}\right)^2 \leq 1$

then $z = z + .01$.

end.
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